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This deliverable presents the insights from broadcast, gaming and transmedia experiments resulting 
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platform capabilities through experiments deployed at FLAME infrastructures.  Experiments involving 
human participants were conducted at the FLAME infrastructure locations in Bristol and Barcelona. 
The validation experiments not only validated the technical capabilities, but validated and improved 
the methodology, tools and documentation for delivering localized media services on FLAME.   
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This deliverable presents the insights from broadcast, gaming and transmedia verticals resulting from 
the validation experiments. ThŜ ŜȄǇŜǊƛƳŜƴǘǎ ǳǎŜ ŀƴŘ ŜǾŀƭǳŀǘŜ C[!a9Ωǎ ƳŜǘƘƻŘƻƭƻƎȅ ŀƴŘ ǇƭŀǘŦƻǊƳ 
capabilities through experiments deployed at FLAME infrastructures. 

This deliverable includes the presentation of high-level insights developed by FLAME partners about 
new media services enabled by FLAME.  The high-level insights summarise new media service trends 
and motivate the consideration of new media spaces that combine digital media with the physical 
environment.  The concepts have inspired the validation experiments in the vertical media segments 
described below. 

Participatory Media for Interactive Radio Communities: The first experiment, on Mobile Journalism, 
revealed the potential value of media creation and collaboration tools.  Placing these tools on the 
FLAME edge network enables the journalist to be quickly responsive to creative needs.  This 
experiment confirmed the value of a virtual director room to support the creative act of media 
production.  The second experiment demonstrated the value of deploying interactive media 
experiences in a public place.  The experiment demonstrated value with linking a digital social network 
with a physical city space.  

Personalized Media Mobility in Urban Environments: Experiments evaluated how media service 
providers can serve users on the go within a smart city. The FLAME platform automatically instantiates 
content caches and adapts routing in media service chains to deliver the best streaming experience 
while on the move. The experiments demonstrated the ease of deployment offered by the FLAME 
platform as well as automatic load balancing offered by FLIPS-based service routing. 

Collaborative Interactive Transmedia Narratives: The experiments on City-wide Storytelling 
demonstrate how the FLAME platform offers unique capabilities for intelligently and efficiently 
delivering multimedia assets within an urban environment.  The use of location-based augmented 
reality provided a means to integrate digital content within physical spaces.  The FLAME platform is 
demonstrated to deliver digital content from these physical spaces and can be orchestrated to provide 
these services only as required.  The result not only adds value for the current application, but 
demonstrate the potential for incorporating additional media service, such as state synchronisation 
for shared media experiences. 

Augmented Reality Location Based Gaming: The augmented reality location-based gaming 
experiments demonstrated that the FLAME platform is capable of delivering 3D assets quickly and 
efficiently for video game applications.  The experiments specifically demonstrated the value of the 
opportunistic multicasting capabilities of the FLAME platform.  Players were immersed in the virtual 
augmented reality environment and mostly unaware of the 3D asset loading in the background. 
 
The four validation experiments have helped drive the development of the FLAME platform and 
processes.  The validation experiments provided the first concrete requirements for the platform and 
informed the technical roadmaps for the CLMC and FLIPS components.  The experiments also helped 
to inform the FMS roadmap, with several components initially tested by these validation experiments.  
The validation experiments not only validated the technical capabilities, but validated and improved 
the methodology, tools and documentation for delivering localized media services on FLAME. 
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1 Lb¢wh5¦/¢Lhb 

This deliverable presents the insights from broadcast, gaming and transmedia experiments performed 
by the FLAME validation partners. ¢ƘŜ ŜȄǇŜǊƛƳŜƴǘǎ ǳǎŜ ŀƴŘ ŜǾŀƭǳŀǘŜ C[!a9Ωǎ ƳŜǘƘƻŘƻƭƻƎȅ ŀƴŘ 
platform capabilities, involving human participants at the FLAME infrastructure locations in Bristol and 
Barcelona.  Additional insights were informed by Quality of Service (QoS) experiments conducted in 
the FLAME Sandpit infrastructure hosted at ITINNOV in Southampton. 

This deliverable includes the presentation of high-level insights developed by FLAME partners about 
new media services enabled by FLAME (see Section 2), those specific insights demonstrated by the 
validation experiments.  The high-level insights summarise new media services and trends.  The section 
also presents the importance of considering new media spaces as a combination of media and the 
utility it provides in the context of physical spaces.  The concepts have inspired the validation 
experiments in the vertical media segments described below. 

1.1 ±![L5!¢Lhb .¸ .wh!5/!{¢ ±9w¢L/![ 

Two pioneering FMI experiments were designed and implemented to explore the changing way that 
consumers participate and access broadcast media on the move. 

The validation scenario άtŀǊǘƛŎƛǇŀǘƻǊȅ aŜŘƛŀ ŦƻǊ LƴǘŜǊŀŎǘƛǾŜ wŀŘƛƻ Communitieǎέ (see Section 3) 
explores the innovative technical capabilities and value of the FLAME platform for developing new 
media interaction inside the city. Experiments explored the potential of utilizing localized media 
services to support mobile journalism activities and to support interactive media experiences that link 
digital social networks with physical city spaces. The results inform public broadcasters and civic 
organizers about the potential symbiosis between local media interaction and city life. 

The validation scenario άtŜǊǎƻƴŀƭƛȊŜŘ aŜŘƛŀ aƻōƛƭƛǘȅ ƛƴ ¦Ǌōŀƴ 9nǾƛǊƻƴƳŜƴǘǎέ (see Section 4) 
evaluates how media service providers can serve users on the go within a smart city. The FLAME 
platform automatically instantiates content caches and adapts routing in media service chains to 
guarantee the best streaming experience while on the move. The experiments explore the 
ǇŜǊǎƻƴŀƭƛȊŜŘ ƳŜŘƛŀ Ƴƻōƛƭƛǘȅ άƳȅ ƳŜŘƛŀ Ŧƻƭƭƻǿǎ ƳŜέ ǎŜǊǾƛŎŜ ǿƘƛƭŜ ǳǎŜǊǎ ŀǊŜ on the go and for the 
sharing of personal media in aggregation areas. The results inform media service providers of 
interactive digital platforms and personal media management systems to seamlessly deliver content 
across physical locations. 

1.2 ±![L5!¢Lhb .¸ D!aLbD !b5 ¢w!b{a95L! ±9w¢L/![{ 

Two more pioneering FMI use cases were implemented to explore interactive media services for 
storytelling and gaming. 

The validation scenario ά/ƻƭƭŀōƻǊŀǘƛǾŜ LƴǘŜǊŀŎǘƛǾŜ ¢ǊŀƴǎƳŜŘƛŀ bŀǊǊŀǘƛǾŜǎέ (see Section 5) 
demonstrates how the FLAME platform supports the delivery of location-based augmented reality (AR) 
stories within an urban environment.  The aim is to augment physical locations allowing mobile users 
to experience increasingly interactive and content rich spaces that bring together digital and physical 
worlds.  This requires new and advanced media services that are localized within the physical 
environment.  The FLAME platform enables intelligent orchestration and management of these media 
services. The results inform media services providers intending to spatially distribute interactive, 
transmedia content for contextually appropriate delivery at physical locations within a city. 
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The validation scenario ά!ǳƎƳŜƴǘŜŘ wŜŀƭƛǘȅ [ƻŎŀǘƛƻƴ-ōŀǎŜŘ DŀƳƛƴƎέ (see Section 6) presented a 
location-based urban game that uses FLAME to deliver content that transforms locations into an 
interactive game.  The FLAME platform transforms simultaneous requests for the same asset into one 
single request, which is then sent to the 3D content database. The evaluation indicates that the FLAME 
platform can deliver 3D assets quickly and efficiently if the underlying code is tuned to benefit from 
the multicasting capabilities. The results inform media service providers aiming to deliver 3D game 
assets to all players throughout the game play.   

1.3 hwD!bL½!¢Lhb hC ¢IL{ 59[L±9w!.[9 

Section 2 άbŜǿ aŜŘƛŀ {ŜǊǾƛŎŜǎέ ǇǊƻǾƛŘŜ ƛƴǎƛƎƘǘǎ ƛƴŦƻǊƳŜŘ ōȅ ŜȄǇŜǊƛƳŜƴǘŀǘƛƻƴ ŀōƻǳǘ ǘƘŜ ŦǳǘǳǊŜ ƻŦ ƴŜǿ 
media services enabled by FLAME.  Sections 3 - 6 present the outcomes of experiments conducted at 
FLAME infrastructures delivering insights into technical performance, user acceptance and viability of 
these FMI use cases.  These experiments demonstrate examples of enhanced media products and 
provide useful feedback to evaluate the FLAME platform.  
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2 b9² a95L! {9w±L/9{ 

This section presents identified FMI media service trends as well as the emerging concept of media 
spaces, which combine physical with content interaction. We then contrast those new media trends 
against the emerging 5G capabilities, realised through the FLAME platform, and how our validation 
experiments utilise those capabilities to showcase some of the identified new media trends. 

2.1 b9² {9w±L/9{ !b5 a95L! ¢w9b5{ 

The current media panorama is characterised by the creation and deployment of new media services 
jointly with new user habits and consumption patterns. Some of the most significant new services and 
media trends, as described in [1], include the following categories: 

1. Demand for improved quality, including more pixels (e.g. beyond 4K resolution) and also better 
pixels (e.g., HDR or WCG). This category integrates characteristics such as dynamic range, 
resolution, frame rate, spatial audio and video colour gamut. This trend is consistent with the new 
capabilities of cameras and acquisition equipment offering new capabilities to provide high quality 
media material.  The trend is also consistent with the features of consumer electronics according 
to the manufacturing industry strategy. This media trend impacts the throughput required for 
media transmission. 

2. New technologies that provide an enriched user experience, beyond the unidirectional 
presentation of video and audio. Gaming, AR, VR and MR are good examples of this trend. Users 
look for more engaging, immersive and exciting experiences. For example, 360-degree media, 
enabling virtual reality (VR) and other immersive applications, is another example of improved 
experience that places new demands on media services. 

3. Localised contents and experiences can be linked to a physical or symbolic space, such as a sports 
match or a culture festival in the city.  This offers new opportunities to achieve a better enjoyment 
or improved utility from linking digital and physical information. 

4. Content consumers are becoming content producers. Modern mobile equipment enables quality 
media acquisition and social networks enable the transmission in real time. This phenomenon is 
also connected to the localised experiences described in the previous bullet: many users desire to 
disseminate their participation in public events and social networks enable this desire 
instantaneously.  

5. Users wish to watch any content anywhere and at any time, e.g., as they navigate across a city or 
during a daily commute. 

2.2 b9² a95L! {t!/9{ 

Media service providers are not simple OTT operators on FLAME-enabled facilities: due to the 
multilayer FLAME approach, the media provider not only uses the underlying network capabilities, but 
the network is adaptive itself to optimise the new services quality, according to the policies established 
by the media service provider. [1] 
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The city is not only the place where media services are distributed and consumed. The city is a place 
for experimentation, participation and interaction, which stimulates the contact among the citizens 
and which links the citizens with urban symbolic values, like the city history. 
 

The public space even stimulates a sort of city gamification. Citizens repurpose their surroundings for 
playful behaviour: squares become the stage for a flash-mob, obstacles become a challenge for 
Parkour runners, and lines on the pavement become traps we should not step on. This kind of city-
gamification can be partially shifted into the virtual world ς especially within a smart city, where 
computational resources are readily available and data exchange between users is faster than ever. 
Augmented Reality (AR) technologies enable mobile devices to recognize city features, overlay them 
with fantastic 3D models, and allow virtual interactions with those objects. Therefore, AR is a key 
technology to repurpose parts of the real world into an environment of play. Smart city infrastructure 
can be used in a variety of ways: sensors, for example, can give input to the virtual representation and 
local servers synchronize the state of the virtual augmentation for several players, such that all of them 
can see the changes other people apply to the virtual world in real-time. A key factor for these 
capabilities is speed. Not only from the mobile devices but also the server infrastructure. 
Synchronization for several players must be instantaneous to give the impression of the augmentation 
being real. 

The high-level insights and examples presented above have guided the development of the FLAME 
platform and new media services utilizing it. The following sections present specific insights 
demonstrated by the validation experiments. 

2.3 a!ttLbD hb¢h 9a9wDLbD рD /!t!.L[L¢L9{ 

The advance of emerging 5G infrastructures and the programmability of those infrastructures sees 
the trend towards increasingly deploying localised infrastructure capabilities in the form of so-called 
Ψprivate network deploymentsΩ ǘƘŀǘ ŜǾŜƴ ƛƴŎƭǳŘŜ ƭƻŎŀƭƛǎŜŘ ǊŀŘƛƻ ǎǇŜŎǘǊǳƳ ŦƻǊ ƘƛƎƘ ōŀƴŘǿƛŘǘƘ 
applications. Specifically, local event sites, such as squares (e.g., as in Bristol), cities (e.g., as in 
Barcelona) or buildings (e.g., at KCL in London) can therefore enter direct business relationships with 
service platform providers as well as media service providers for optimised localised experiences along 
the aforementioned trends for new media services.  

The FLAME platform targets such private network deployments, enabling the deployment of these new 
media services localised on the city facilities, while enabling the orchestration and management of 
media services, optimising both compute and network resources. This is achieved through a 
distributed, virtualisation enabled platform capability that is being realized over the localised 
infrastructure, while aligning the core FLAME technologies with 5G standards and solutions, as outlined 
in [1]. 

In order to support with the aforementioned media trends, the FLAME platform allows for an intuitive 
description of the network service as service function chains (SFCs), offering the programmability, 
deployment and management of media services, while enabling a service DevOps process for faster 
ƴŜǿ ƳŜŘƛŀ ǎŜǊǾƛŎŜ ŎǊŜŀǘƛƻƴ ŀƴŘ ŘŜǇƭƻȅƳŜƴǘΦ ¢ƘŜ ŀǾŜǊŀƎŜ Ψservice creation timeΩ ƛǎ ƻƴŜ ƻŦ ǘƘŜ Ƴŀƛƴ 
YtLǎ ŘŜŦƛƴŜŘ ōȅ ǘƘŜ 9ǳǊƻǇŜŀƴ рD ttt ƛƴƛǘƛŀǘƛǾŜ ǘŀǊƎŜǘƛƴƎ ŀ ǊŜŘǳŎǘƛƻƴ ΨŦǊƻƳ фл ƘƻǳǊǎ ǘƻ фл ƳƛƴǳǘŜǎΩ. 
Through its infrastructure replication toolchain, the FLAME platform itself can be deployed within this 
outlined KPI, while media services themselves are deployable in a few minutes or less. 

The FLAME capabilities [10] optimise the performance of media services, including an innovative 
routing solution. The overall FLAME benefits for service deployment are: low latency compute and 
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delivery (key to new interactive media services at the far edge of the network), fast and dynamic 
service request routing (key to personalised and mobile services), multicast delivery of HTTP responses 
(key to scalability), network-level indirection (key to replication of content based on local relevance), 
and more secure content objects (key to content replication while preserving content security and end 
user privacy). 

2.4 .wLbDLbD a95L! ¢w9b5{ !b5 рD /!t!.L[L¢L9{ ¢hD9¢I9w 

The FLAME validation scenarios demonstrate how the aforementioned platform capabilities are 
impacting the creation and deployment of new media services. The FLAME validation scenarios also 
present many of the characteristics and trends of media services described above. Moreover, FLAME 
validation partners have identified additional use cases to be offered in the facilities, utilising FMS (or 
Foundation Media Services, developed in FLAME) components to build more complex media services. 
 
Furthermore, FLAME has produced a whitepaper [3] that explores the intersections between 5G and 
Future Media Internet (FMI) from the FLAME contribution perspective, to outline the drivers shared 
by 5G and FLAME and the main contributions of FLAME to 5G developments.  These capabilities of the 
FLAME platform to support new services and the set of FLAME benefits cannot be seen without 
considering the close relationship between FLAME and 5G deployments in the city facilities. FLAME is 
deploying the similar technological paradigms that are necessary for 5G to go for a massive 
deployment, such as software network virtualisation (NFV/SDN) and automated service deployments 
as virtualised components that make the most of the edge network too (MEC scenarios). 

The existence of deployments in realistic city facilities is essential in order to test new services and to 
extract measures and conclusions about the new service performance, supported by the FLAME 
benefits and understand their impact. The extraction of measures and the generation of knowledge 
about the performance of the new services are key outcomes of the project. These service metrics and 
their link with QoE and QoS parameters are especially profitable for media service providers. Media 
service providers, which are responsible for the design and deployment of new services, find crucial 
capabilities in FLAME: a platform for the orchestration of media services; advanced foundation media 
services (FMS) to re-use; real-life city infrastructures for testing and validation; and suitable 
measurement and knowledge about their service performance.  
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3 t!w¢L/Lt!¢hw¸ a95L! Chw Lb¢9w!/¢L±9 w!5Lh /haa¦bL¢L9{ 

3.1 ah¢L±!¢Lhb 

VRT Innovation has developed two qualitative user experiments to explore the innovative technical 
capabilities and the value of the FLAME platform for developing new media interactions inside the city. 
In the first, we focussed on translating the local media production experience to developers and service 
providers in order to create seamless quality of service. In the second, we further iterated upon the 
learnings of the first user experiment and focussed more on the actual storytelling process when 
producing in the physical world. 

In a third "Urban Hacking in 5G" hackathon activity, VRT presented the design and outcomes of these 
experiments as examples of how a public broadcasting company searches for new interactive and 
participative media experiences.  

As an overall motivation for its work in the FLAME project, VRT explores how it can improve the 
engagement of city communities in producing media together. 

In relation to the media service trends identified in Section 2.1, we specifically aligned our experiments 
with the desire to provide localised contents and experiences (trend 3) in a context of content 
consumers becoming content producers (trend 4), while providing an enriched experience beyond 
ǘƻŘŀȅΩǎ ƳŜŘƛŀ ǘŜŎƘƴƻƭƻƎƛŜǎ όǘǊŜƴŘ нύΦ 

3.2 ±![L5!¢Lhb 9·t9wLa9b¢ 

3.2.1 Description of Experiment 

In the first user experiment, on Mobile Journalism, 12 participants were asked to join a role-play of a 
fictive local media company. The play aimed to evoke a context where participants experience the 
challenge of capturing compelling news stories and where they can experience newsroom time 
pressure. Four teams were asked to create two short news bulletins storifying capturing citizens 
thoughts on the current and the future City. All participants got an introductive course on mobile 
journalism and storytelling. The newsroom editors guided the remote journalists using a live chat 
channel, provided via a mobile application developed by VRT. Captured videos were sent to the 
newsroom using the FLAME platform.  
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Figure 1. The journalist as a designer. Creating 
tangible conversation openers used in interviews   

(Photo FLAME , 2018  ). 

 

Figure 2. Local news room activities. Incoming 
interview (Photo Marc Godon, VRT Innovation, 

2018). 

In the second experiment, VRT deployed an interactive media application in the Millennium Square, 
situated in Bristol, stimulating a debate on future city challenges. The FLAME platform was tested 
regarding its capabilities of media distribution involving media encoding, storage, and load balancing 
at the edge of the network. 5 participants were asked to respond with their own made videos in 2 
groups on several sustainability challenges posted at a particular spot in the Millennium Square. Access 
to media was limited to the immediate surroundings of the square, suggesting a physical 
experienceable media interaction zone. After this outdoor experiment, participants were asked to 
envision their own desired media interaction system in a workshop. 

 

 

Figure 3. Students explore the interactive media trail 
ǿƛǘƘ .ǊƛǎǘƻƭΩǎ {ǳǎǘŀƛƴŀōƭŜ CǳǘǳǊŜ Ǉƭŀƴǎ ŀƴŘ ¦b{5D ŀǎ 
themes (Photo Marc Godon, VRT Innovation, 2019). 

 

Figure 4. tŀǊǘƛŎƛǇŀƴǘǎ ŜȄǇƭŀƛƴ ǘƘŜƛǊ Ǿƛǎƛƻƴ ƻƴ ǘƘŜ ŎƛǘȅΩǎ 
future and the role of new interactive media to 

Smart City experts (Photo Marc Godon, VRT 
Innovation, 2019). 

The square was divided into 6 virtual zones, each corresponding to a certain topic. The topics stand for 
the big issues each transactional city is confronted with. In the edge was related content to each topic 
stored which could be retrieved using the VRT app, so the participants could get informed. Also, via 
the app, participants could upload their own contribution to the topic.  

The content was delivered via the storage FMS and the adaptive streaming FMS. There was a failsafe 
so the app could switch remotely between streaming over HLS or using progressive download due to 
issues with the streaming server during the tests leading up to the experiment. 
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Figure 5. Service function chain used during the second experiment. The backend functioned as a controller 
service for the web application on the client. Uploaded videos were transcoded in chunks to be served for the 

adaptive streaming service. 

Figure 6. {ƛƎƴ Ψ9ƴǾƛǊƻƴƳŜƴǘΩ ŀǘǘŀŎƘŜŘ ǘƻ ŀ ōŜƴŎƘ ƻƴ 
Millennium Square (Photo Marc Godon, VRT 

Innovation, 2019). 

 

 

Figure 7. Screenshots of the VR app. We see the 
ŎƻǊǊŜǎǇƻƴŘƛƴƎ ǘƻǇƛŎ Ψ9ƴǾƛǊƻƴƳŜƴǘΩ ό{ŎǊŜŜƴǎƘƻǘ Yƭŀŀǎ 

Baert, VRT Innovation, 2019). 
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3.2.2 Results 

 

Figure 8. A participant presents his learnings in the first experiment (Photo Sandy Claes, VRT Innovation, 2019). 

After the first experiment, the four teams presented their learnings to the group. Two of the three 
studios asked permission to use a 360-degree camera. In both teams, one person was experienced 
with this technology, i.e. one vlogger and one entrepreneur in 3D-supported web browsers. We asked 
them to think about if and how this would fit in their run-down as we were aware that presenting a 
journalistic item in 360-degree video is not easy, even for professionals. Yet we were open for them to 
bring in their expertise. All teams mentioned they were surprised how unpredictable the situation in 
the city was, and how the content of the interviews steered their work, ensuring the need to rework 
their run-down on the spot. The studios that worked in 360-degree video, both mentioned how they 
became aware how this technology mostly allows for focus on the surrounding context. Studio 2 
reflected on how 360-degree video, instead of being a presentation format, could be a producing tool 
to help the edit producer to have an overview of the team on site, and spot interesting storytelling 
angles or additional footage.  

Three studio teams mentioned how media technology should support journalists to focus on bringing 
stories of citizens, and not to be distracted by the technology. Team 2 presented a solution to integrate 
different tools. For instance, the chat application might be integrated with the run-down of the 
interview to better allow for sudden changes or new storytelling angles. Also, in this integrated tool, 
according to team 1, there should also be attention to the ethical aspects of capturing video. Moreover, 
when filming in 360 degrees, passing citizens are not aware their presence is included, triggering new 
ethical questions and consents.  

In the second experiment, the two teams reflected on their experience through a co-design workshop 
in which they iterated upon the improvement of the available service.  

Some technical issues were experienced by the participants which impacted the QoE significantly. 
Participants were informed about the hardware and software architecture of the experiment and 
accepted the explanation regarding the challenging nature of these kinds of technical experiments. 
Note they are all IT students except of for one mathematics student.  

5ǳǊƛƴƎ ǘƘŜ ǿƻǊƪǎƘƻǇΣ ǘƘŜ ǎǘǳŘŜƴǘǎ ǿŜǊŜ ŀǎƪŜŘ ǘƻ ŜǾŀƭǳŀǘŜ ǘƘŜ ŜȄǇŜǊƛŜƴŎŜ ƛƴ ƎǊƻǳǇ ǳǎƛƴƎ ǘƘŜ ΨL ƭƛƪŜΣ L 
ǿƛǎƘΣ L ǿƻƴŘŜǊΩ ƳŜǘƘƻŘΦ bŜȄǘΣ ǘƘŜȅ ƴŜŜŘŜŘ to design their ideal and improved application and pitch 
this idea to the VRT team, assisted by Stephen Hilton, an international recognised smart cities expert. 
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The review from the city expert was very positive: 

¶ Millennium Square as living university or the City becomes the university. This should be 
pitched to the head of University of Bristol. 

¶ ά.ǳƳǇ ƛƴǘƻ ƳŜŘƛŀέΣ ǘƻƎŜǘƘŜǊΣ ƭƻŎŀǘƛǾŜΣ ƛƴǘŜǊŀŎǘƛƻƴΣ ǇŜǊǎƻƴŀƭƛȊŀǘƛƻƴ ŀƴŘ ŀŘŀǇǘŀǘƛƻƴ ŀǊŜ ƪŜȅ 
mechanisms for going from spaces to places. 

The experiment confirms: 

¶ Virtual layer can be an overlay to promote social interaction. 

¶ A physical square can be a virtual forum as long as there is an association or mapping between 
them. 

3.3 Lb{LDI¢{ 

The first experiment, on Mobile Journalism, revealed the potential value of media creation and 
collaboration tools, those tools proactively residing in the FLAME edge network, to assist the light 
equipped journalist in his fast-responsive creative work. One team did experiments with 360-degree 
media and virtual reality technologies to illustrate the potential value of, e.g., remote directing. 
Participants agreed on the importance and excitement of collaborative storytelling in the City and the 
positive influence of high quality of service networks on distributed and collaborative media 
production workflows enabled by the FLAME platform. The first experiment confirmed the valuable 
idea of a virtual editor room, together with smart tools to support the creative act of making media, 
deployed in the edge of the FLAME network. 

The second experiment, on the Millennium Square, demonstrated the value of deploying an 
interactive media experience in a public place. Using this square as a mise-en-scène worked very well. 
According to a historian: this should not be surprising. Public places, such as the Millennium Square, 
have always been the ultimate meeting place for commerce or entertainment. They are giving way to 
meet other citizens or visitors and exchange stories. In the experiment, we link a digital social network 
with a physical city space ς in a meaningful way. It fits, and it adds value. A close integration can be 
done using the different service components deployed on the FLAME platform. Public broadcasters 
should explore more this potential symbiosis between local media creation and city life. 

One aspect, common to all experiments is the observation of the ease of imagination, the fluent 
incorporation of design thinking and media creation techniques, and the civic mindset of the 
proposed applications leading to the sharing of a better understanding of their city1. This could 
ŎƻƴŦƛǊƳ ǘƘŜ ŜȄƛǎǘŜƴŎŜ ƻŦ ŀ ǇƻǎƛǘƛǾŜ ƛƴǘŜǊŦŜǊŜƴŎŜ ōŜǘǿŜŜƴ ǘǿƻ ǎȅǎǘŜƳǎΦ ά¢ƘŜ /ƛǘȅέΣ Ŏƻƴǘƛƴǳƻǳǎ ƛƴ 
transition with its need for innovations, and the FLAME platform which is supporting the easy creation 
of local interactive media experiences. 

                                                           
 
 
1 https://www.ict-flame.eu/news/citizen-services-gaming-and-immersive-media-showcased-on-a-new-5g-platform-in-real-

life-trials/ 

 

https://www.ict-flame.eu/news/citizen-services-gaming-and-immersive-media-showcased-on-a-new-5g-platform-in-real-life-trials/
https://www.ict-flame.eu/news/citizen-services-gaming-and-immersive-media-showcased-on-a-new-5g-platform-in-real-life-trials/
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As stated in D5.2 the experiments of VRT conceptually focus on both sides of the news delivery process, 
namely ingest of content and broadcast of content. 

What the experiments showed is that at a conceptual level, the ingest of media into the edge has 
proven to be meaningful. While broadcasting content can make use of the platformΩs multicasting 
capabilities, uploading content remains, naturally, a single connection operation. The benefit of using 
the platform for content ingest lies in the use of future media services. 

Because of the timing of both experiments and the readiness level of both the platform and the future 
media services, there was no technical outcome from our experiment in the latency debate. However, 
this is being explored in the platform benchmarking tests reported in FLAME D5.6 [11]. 

It is clear to say that performing content analytics in the edge to filter the uploaded content before 
transferring to the cloud, is more effective in terms of data transfer. Although we lack a real cost model 
at this point, we can expect that this will have a positive influence on the cost, as transferring data 
from A to B is the highest in the whole media chain. Also transcoding content first, thereby compressing 
and reducing the amount of traffic from that point on is better to be done as early in the media chain 
as possible. 

The experiments made it clear that there is a need from media companies on the ingest side of the 
media chain and this need will only grow in the future with more media consumers becoming media 
producers themselves. 
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4 ±![L5!¢Lhb 9·t9wLa9b¢Υ t9w{hb![L½95 a95L! ah.L[L¢¸ Lb ¦w.!b 
9b±Lwhba9b¢{ 

4.1 ah¢L±!¢Lhb 

During the last years we have assisted to the huge growth of services that make video pervasive in 
homes, public spaces and also on the go using personal and portable devices. Big broadcast companies 
have invested in developing apps and services to make their contents available to their clients in any 
moment and in any situation (e.g. Sky Go, DISH Anywhere, Netflix, Amazon Prime Video, NowTV, etc.). 

In the meanwhile, users experience a lack of solutions for accessing personal videos (e.g. digital 
content in home-based Video on Demand (VoD) platforms or video-surveillance recording systems) ay 
anytime anywhere they want.  The realization of such services is dependent on access to the personal 
home network. As a direct consequence of that, also concurrent fulfilment of private contents by 
multiple users is limited by the personal home hardware and network performances. 

Addressing those needs, the Personalised Media Mobility (PMM) scenario experimented on top of the 
FLAME infrastructure in the city of Barcelona.  It stressed the attention to Personalisation, Interaction, 
Mobility and Localisation (PIML) aspects of the media distribution in a Smart City. 

The PMM experiment evaluated how the FLAME platform allows media service providers to serve 
users their personal content while they are moving about within the topography covered by FLAME 
network. In particular, the developed PMM scenario exploits these key features offered by the FLAME 
platform:  

ω CLMC alert triggering 

ω Intelligent service endpoint management 

ω Automatic load balancing and consequent QoE improvement 

ω Dynamic service routing to direct traffic to the most appropriate local service instance 

ω Reduction of network traffic through the localization of traffic flows source and 
destination, wherever possible, also addressing the aforementioned latency reduction 

In relation to the media service trends identified in Section 2.1, we specifically aligned our experiments 
with   

¶ Trend #1. Demand for improved quality, including more pixels (in our case up to 4K resolution 
for streaming at home) at different resolution and encoding quality; 

¶ Trend #5. Users wish to watch any content anywhere and at any time, e.g., as they navigate 
across a city or during a daily commute, with particular focus on personal media contents. 
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4.2 ±![L5!¢Lhb 9·t9wLa9b¢ 

4.2.1 Description of Experiment 

The taa ƻŦŦŜǊǎ ŀƴ ŜȄǇŜǊƛŜƴŎŜ ƛƴ ǿƘƛŎƘ άƳȅ ŎƻƴǘŜƴǘ is ŀƭǿŀȅǎ ŀǾŀƛƭŀōƭŜέ ŦǊƻƳ ŀƴȅǿƘŜǊŜ (within the 
smart city), from any device and for anyone with access to personal media server (typically family 
members).  

In our experiment we presented two scenarios: 

¶ PMM distribution in walking areas in Barcelona (see Figure 9): the main goal is to validate 
how users can be able to start, stop and resume the playback of audio/video content from 
another place with another device. The consumption of the media content continues while 
the user is walking in the Smart City without losing bookmarks and preferences; 

¶ PMM for multiple concurrent streams within the Smart City (see Figure 10): the QoE offered 
by the platform is tested with multiple users, dislocated along the smart city area, accessing 
to the same personal contents. 

The PMM experiments over the FLAME platform evaluate functions for media distribution that are 
suitable for serving dispersed endpoints in the FLAME-empowered Smart City. Indeed, the evaluation 
is focused on how FLAME allows to go beyond the traditional Content Delivery Network (CDN) 
architectures currently available for media distribution over IP. 

As shown in Figure 11, the PMM Service Function Chain (SFC), when the service is at first deployed, 
consists of a Personalised Media Origin Server (based on PLEX) deployed in the core data centre of the 
FLAME infrastructure in Barcelona. Initially, the Origin Server is active and connected through the FLIPS 
routing capability in order to be reachable by the Access Points of the FLAME platform in the area of 
Pere IV district. Replicas of the Origin server are placed but not connected into άƎateworksέ clusters 
(street cabinet units for edge computing).  

The PLEX Origin Server periodically sends data about streaming statistics (bandwidth, number of active 
ǎǘǊŜŀƳƛƴƎΣ ǘȅǇŜ ƻŦ ŀŎǘƛǾŜ ǎǘǊŜŀƳƛƴƎΣ ŜǘŎΦύ ǘƻ C[!a9Ωǎ /[a/Φ 

 
 

Figure 9: PMM Scenario 1 -Distribution of personal 
media in walking areas in Barcelona 

Figure 10: PMM Scenario 2 - PMM for multiple 
concurrent streams within the Smart City 

FLAME-empowered
Smart City Infrastructure

FLAME-empowered
Smart City Infrastructure
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Figure 11: PMM Trial Barcelona ς Initial Deployment 

Once three or more concurrent streaming sessions are detected on the server, the CLMC triggers the 
scaling-out of the PMM SFC (see Figure 12). 

 

Figure 12:PMM Trial Barcelona ς Scale-out trigger condition 
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Figure 13: PMM Trial Barcelona ς Scale-out configuration 

After the scale-out has been processed (see Figure 13), the PLEX Origin Server and its replicas result in 
άŀŎǘƛǾŜέ ƳƻŘŜ on all the four clusters and the core datacentre. Each Origin Server instance is then 
reachable via the Service Function Routing (SFR) component [10], which determines which is the most 
convenient route towards the activated replicas in the various edge points. Consequently, each user is 
automatically served by the closest server and the load balancing among the Plex Origin Servers is 
managed automatically and dynamically by the FLAME platform. 

In the meanwhile, while the service is running and media streams are activated by the users, 
monitoring data is collected from the Origin Servers in order to be processed by CLMC. The analysis of 
the collected data eventually can trigger the scale-in alert; specifically, this operation is automatically 
performed when no connections are detected, restoring the initial state of the deployment, when only 
the PLEX Origin Server in the core datacentre ƛǎ άŀŎǘƛǾŜέ.   

The PMM Trial execution has been articulated three Phases: 

1. Dry Run without FLAME Scale-out function activated to verify correct operations and profile 
άƴƻ-ǎŎŀƭŜ ƻǳǘέ vƻ9  
(Conducted by i2CAT and NXW personnel) 

2. Dry Run with FLAME Scale-out function activated to verify correct operations and profile 
άǎŎŀƭŜ ƻǳǘέ vƻ9  
(Conducted by i2CAT and NXW personnel) 

3. Public trial to make a stress test of the platform and the PMM service and to collect data for 
QoE post processing and analysis 
(12 users and pre scaled-out service) 
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Figure 14. PMM Trial Barcelona - Map and checkpoints. 

As shown in Figure 14, the emulated άIƻƳŜέ ƭƻŎŀǘƛƻƴ was placed in Bar Llacuna (Carrer de Pere IV and 
Carrer Llacuna corner). At the Llacuna bar, users were asked to register to the trial, to compile the 
consent form and finally to check their UE terminals. Then instructions and credentials for accessing 
the Service were given and users were guided through the installation of the screen recording utility2 
and the Mozilla Firefox browser for using the Plex web streaming client. 

For running the trial, three groups of 4 people were created. Users of each group were asked to first 
start a video recording, show their current position opening Google Maps and then to start streaming 
the first selected video. The first stage allowed experimenters to check the correct configuration of 
each device, then users (always divided in groups) sequentially visited the three checkpoints (Video 
Stand #1, #2 and #3) and, in each of them, they streamed and recorded a planned video. 

After visiting all the video stands, they came back to the άIƻƳŜέ ǎƛǘŜ ǘƻ ǎƘŀǊŜ ǿƛǘƘ ǘƘŜ ƻǊƎŀƴƛȊŜǊ ǘƘŜƛǊ 
recordings. The Nextworks team then took care of the post processing of the data by analysing CLMC 
statistics and by performing an estimation of the QoEi of the collected videos with the VQ tool3.  

On the Origin Server each streamed video was made available in three versions (4k, 1080p and 720p) 
to meet most peopleΩǎ device requirements without the need of transcoding. 

                                                           
 
 
2 ScreenCam for Android, OBS for Windows  

3  Video Quality (VQ) ς See references [3] [4] [5] [6] [7] [8] 

https://play.google.com/store/apps/details?id=com.orpheusdroid.screenrecorder&hl=it
https://obsproject.com/
http://vq.kt.agh.edu.pl/metrics.html
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4.2.2 Results 

The first step of the trial consisted in a dry run conducted by NXW and I2CAT personnel. Users started 
investigating the SF working without using the optimization instruments offered by FLAME platform: 
the service was deployed leaving connected only the Plex Origin Server placed in the core datacentre, 
which served all the incoming streaming requests. 

With this configuration, it was not possible to stream more than 2 videos concurrently. Starting the 
third one, data traffic immediately stopped, making impossible to continue the service fulfilment for 
all the 3 users. It was also evident that a single transcoding session (due to the client requesting the 
video in a format not available on the server) pushed the CPU activity of the server over the 80%. 
Concurrent transcoding executed on a single server is therefore impossible without degrading the 
streaming experience. 

From top-left, Figure 15 shown in sequence: 

¶ Active streams (line 1) 

¶ Overall data traffic (line 1) 

¶ Requested bandwidth on the Origin Server (line 2) 

¶ CPU usage (line 2) 

¶ Data traffic per datacentre, it overlaps with the overall data traffic, since just one Origin 
Server is connected (line2)  

 

Figure 15: Dry Run phase 1 (no scale out function) 

After having collected these insights the Alert descriptor was refined and uploaded, enabling the SFC 
able to take advantage of FLAME platform functionalities. It was then possible to validate the correct 
behaving of Scale-out and Scale-in operations and to give a first evaluation of the advantages derived 
by the scaled-out configuration. 

Figure 16 shows the platform behaviour while performing the Scale-out after a third stream was 
started. Then, with all the Plex Origin Servers connected (one on each cluster), users were able to 
stream up to 6 videos concurrently. At the end of the streaming sessions, when no user was any longer 
streaming for 20 seconds, the Scale-in was performed bringing the SFC back to its initial configuration. 
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Figure 16: Dry Run phase 2 (scale out function activated) 

After the Dry Run stage certified the correct operations of the service, a pre scaled-out SFC was 
deployed in order to run the public trial and evaluate the performances of the service over Barcelona 
infrastructure.  

 

Figure 17: Public Trial Active streams over gateworks 

In Figure 17, it is possible to observe the statistics collected from the different groups while streaming 
the media contents at the different Video Stands. The pictures show how the various streams have 








































