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of the FLAME replication process documentation. It provides a comprehensive guide on how to 
replicate FLAME in cities, focussing on the technical aspects, whereas the business aspects of the 
replication process described in D5.1 still stand. The installation and operation of FLAME in the 
replicator cities has led not only to the definition of very specific workflows and procedures for the 
different roles (infrastructure provider, platform provider, etc.) to validate the operability of FLAME, it 
has also resulted in the development in a series of tools designed for that purpose. Finally, we also 
describe the preparatory steps and dedicated workflows that have to be followed by experimenters 
who want to make use of FLAME.  
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This document serves in first instance as a manual/guideline that describes which steps have to be 
taken in order to replicate FLAME in an infrastructure and how a deployment can be validated. It is a 
formal write-up of the best current practice information made available to the FLAME open call 2 
replicators. This includes specific guidelines for the infrastructure providers that have to make sure 
their infrastructure fulfils the requirements. Also, the use of tools developed for the purpose of an 
automated evaluation is detailed here. Further, it gathers valuable insights obtained from the cities in 
which FLAME has been deployed and also provides an overview of the replication status in the new 
replicator cities. Beyond that, a series of suggestions and recommendations are made for replicators 
that originate from the experience gained during the deployment and operation of the FLAME platform 
across the cities. Finally, this document also presents a workflow that experimenters have to follow in 
order to be ready to deploy their experiments in a FLAME-enabled testbed. 

Please note that a draft version of this document was submitted in November 2019. To keep track of 
the changes between the draft and this final version, we include a changelog that lists all additions and 
modifications made to the document (Section 9.6). 
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With FLAME now being deployed in 4 locations (Bristol, Barcelona, Kings College London (KCL), Sicily 
(Buseto Palizzolo)) it has been proven that FLAME can be replicated in a variety of different locations. 
Each of the current deployments can be considered unique in many different aspects, such as the 
infrastructure (compute, radio access, networking, etc.), type and extension of public spaces covered 
and the number and roles of the personnel participating in the project, to name a few. The four 
locations have one thing in common: they satisfy a set of requirements that need to be fulfilled 
wherever FLAME is to be operated. In Section 2 of this deliverable these requirements are clearly 
stated: the necessary software, hardware and infrastructure elements are determined. Further, based 
on the experience gained from the replicators, deployment guidelines are provided and the existing 
configurations are presented. Moreover, to cope with the heterogeneity of each replicator, the FLAME 
project has developed not only a series of guidelines and best practices for replicators that should be 
followed, but it also has produced a series of tools and workflows that allow to test the functional parts 
of new replicator sites. 

To deploy the FLAME platform in a city, a specific workflow has to be followed and specific tools are 
to be used. Section 3 introduces the deployment workflow and the ARDENT tool that can be used to 
test the readiness of an infrastructure, a tool which has been consistently evolving and improving 
during the project.  

During the planning, the validation, and the operation of the infrastructures that host FLAME the 
replicators have encountered site-specific challenges that required the development of specific 
solutions. Section 4 exposes these insights and lessons learned from the two initial deployments, as it 
is likely that similar challenges would have to be addressed in other replicator sites. 

Whereas Sections 2 to 4 focus on how FLAME can be successfully replicated, Section 5 deals with 
another very important aspect which has been key for the successful execution of the open call 
experiments: FLAME has developed a series of tools and environments in which experimenters will 
develop, test and improve their services before actually going to a replicator site and running a trial. 
The established workflow to be followed by an experimenter helps to improve the design of their 
experiments and allows to detect flaws in said experiment long before actual on-street trials are 
performed, which reduces the work overhead both for experimenters, platform providers and 
infrastructure operators. 

Finally, in Section 6 this document reports on the replicator progress of the 4 cities in which FLAME is 
deployed or is to be deployed, followed by the conclusions. 
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This section presents the requirements for deploying FLAME in an infrastructure and provides 
guidelines and suggestions for any new replicator. The methods and tools developed during the project 
to validate an infrastructure and to set up a FLAME platform are described, as well as how the FLAME 
requirements have been met in the in the replicator sites at Bristol and Barcelona. Finally, this section 
describes how to validate the operational readiness of a replicator site. 

2.1 a!Lb w9v¦Lw9a9b¢{ Chw w9t[L/!¢hw{ 

There are a series of requirements that need to be fulfilled by replicators that want to deploy FLAME 
in their infrastructure. This section details these requirements that can be both software and hardware 
requirements.  

2.1.1 SDN Switching Fabric 

The switching fabric among compute nodes must be Software Defined Networking (SDN) (OpenFlow 
1.3 and above) enabled allowing the FLAME platform to insert the path-based forwarding rules which 
enables the service routing features described in WP3 architecture deliverables [FLAME-D3.10, FLAME-
D3.11]. The switching capability can be realised as a pure software switch using the Open vSwitch1 
implementation running on commercial off-the-shelf (COTS) hardware with any modern Linux-based 
operating system installed. Alternatively, there are several vendors offering SDN-enabled hardware 
switches with both physical and optical ports. Across the sites that have the FLAME platform deployed 
the three switch vendors are in use: 

- Pica8 (production discontinued) 

- EdgeCore 

- Corsa 

Across all three vendors PicOS has been used as the operating system which is a Linux-based OS that 
implements Open vSwitch but translates the switching instructions into the switchΩs internal hardware 
(Ternary Content-Addressable Memory (TCAM)) table. 

As for the software-based SDN solution, it has been tested on nodes with a 1G network interface 
controller (NIC) which did not show any performance impact as long as it can be guaranteed the Open 
vSwitch-based kernel (or VM that hosts the switch) has a single CPU for itself. Tests on an APU2 
embedded node (AMD quad-core at 1GHz) demonstrated performance degradations when running 
Open vSwitch. 

The hardware switch has the benefit of guaranteed speeds above 1G (if a 10 or 100G switch was 
purchased) and the ability to include optical links. However, it must be noted that across all 
deployments (except Pica8) the hardware switches were configured in hybrid mode allowing standard 
L2/2.5 switching (MPLS/VLAN/VXLAN/Q-in-Q) as well as SDN-enabled switching. This however lowers 

 
 
 

1 https://www.openvswitch.org  

https://www.openvswitch.org/
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the already size-constrained TCAM table of the switch which holds the rules. And while the path-based 
rules grow with a constant factor of 2 for each port added to the FLAME Open vSwitch bridge for a 
software switch, TCAMs have been designed for IP traffic and acts on longest prefixes only, which 
results in an exponential grow of rules for hardware switches. This results in a physical limitation of 
how many ports can be added to a hardware switch for the FLAME platform.  

2.1.2 Compute nodes 

While the FLAME software runs on any COTS hardware that supports Linux some cornerstones can be 
outlined deciding on the best hardware configuration when acquiring new equipment. For the service 
routing implementation (FLIPS) the CPU and RAM speed is the key for a performant platform that runs 
at (1 Gbps) line speed. As FLIPS processes packets in user space the CPU frequency (base, not turbo) is 
more important than its cache size. A CPU above 3GHz allows FLIPS to operate well. Even though 
hyperthreading does take a hit on the overall CPU performance FLIPS has been successfully run on 
compute nodes with hyperthreading enabled. 

!ƴƻǘƘŜǊ ƛƳǇƻǊǘŀƴǘ ŀǎǇŜŎǘ ƛǎ ǘƻ ŜƴǎǳǊŜ ǘƘŜ ŎƻƳǇǳǘŜ ƴƻŘŜΩǎ ǾŜƴŘƻǊ Ƙŀǎ ƴƻǘ ōǳƛƭt in some sort of CPU 
load-balancing middle-layer which allows an over-provisioning of the CPU threads without a single 
processing allocating a CPU for itself for most of the time. All FLIPS components have been configured 
as real-time processes inside the OpenStack virtual machine to ensure they get a fair share of the CPU. 
When an aforementioned middleware has been installed, processes configured in such a way are hit 
significantly by a poor performance. 

Apart from that, it is also important to choose compute hardware that allows out-of-band control 
management, often referred to as lights-out management. This technology allows a system operator 
to access the devices remotely, even if the machine is not switched on or if it is unresponsive via ssh. 
Many compute nodes support such features naturally (e.g. the Barcelona nodes supporting the IPMI 
protocol) and those that do not can be upgraded later on with additional hardware that implements 
this feature. 

2.1.3 Wi-Fi  

The radio equipment plays a fundamental role in FLAME, as it is the entry point for users to connect to 
the media services running in the FLAME platform. There are many radio solutions, not only in terms 
of different technology (e.g. Wi-Fi at 2.4 GHz, at 5 GHz or even 60 GHz millimetre wave links), but also 
in types of solutions that can be either commercial or custom. 

The radio access network (RAN) solution deployed in Barcelona has been designed from scratch for 
FLAME. From the beginning, the goal was to assemble hardware with the necessary capacities and 
performance to serve the FLAME project. This resulted in the construction of a non-commercial, 
custom Wi-Fi node that includes not only hardware elements carefully chosen by i2CAT, but also a 
specially configured software stack. The price of each of the Wi-Fi nodes amounts to approximately 
мллл ϵΣ ƛƴŎƭǳŘƛƴƎ ǘƘŜ Ƴŀƛƴ ōƻŀǊŘΣ Wi-Fi interfaces, the casing (that includes battery module, alarm 
module, power over Ethernet, etc.) and the antennas plus all necessary cables. 

The specifications of the Wi-Fi nodes are given in D5.1 [FLAME-D5.1]. Here we would like to highlight 
several key points that are relevant for the replication process. The nodes are equipped with one IEEE 
802.11ac compatible Wi-Fi card that supports 2x2 Multiple-Input Multiple-Output (MIMO). This allows 
for theoretical throughputs of around 700 Mbps, however, in practice we measured throughputs of up 
to 250 Mbps when using 80 MHz channels. For the FLAME deployment, however, we eventually chose 
40 MHz channels, as the unlicensed band in the lower 5 GHz band is quite crowded and from 
experience, Wi-Fi operating in 80 MHz channels can suffer severe performance issues under such 
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conditions. Further, the transmission power is always configured to the lower limit (0 dBm), unless the 
experimenters need additional transmission range for their experiments. Note that the physical 
configuration of the Wi-Fi nodes is done manually and is adapted for each experiment: experimenters 
can submit their desired configuration to the Wi-Fi team, which will check whether that configuration 
can be accordingly adapted. 

Each node is running free software, based on Ubuntu 14.04 and supporting all software packages 
necessary to integrate with FLAME. The key software components are:  

¶ Hostapd: used to manage the Wi-Fi access points (APs) 

¶ Support for VLANs (kernel module) 

¶ Open vSwitch: used to hook up the Wi-Fi APs to the FLAME VLANs and allow for traffic steering 
with FLIPS 

The operation and maintenance of these nodes is completely managed by i2CAT. In case of an 
incidence, i.e. a Wi-Fi node stops responding, the first step is to perform remote software checks as 
long as the node can be reached. If not, in the second step the alarm module integrated in the casing 
of the Wi-Fi nodes is used to force a hardware reset of the Wi-Fi node. If after this reset the node is 
not yet reachable, the next step is to notify the city council that an intervention on the street is 
necessary: after a check of the power supply and the network connections (fibre) it is determined 
whether a crane is necessary to access the Wi-Fi node or whether an issue can be resolved on-ground, 
e.g. exchanging a cable.  

University of Bristol (UoB) has deployed 6 Ruckus T710 Wi-Fi APs in the Millennium Square. The 
transport and radio parameters are managed manually using the remote Ruckus Software controller. 
The highest measured throughput has been 116 Mbps on the 40 MHz bandwidth. As the neighbouring 
cafes and restaurants also transmit their own Service Set Identifiers (SSIDs) on all channels, the FLAME 
throughput differs across this area. A heatmap is being prepared using a home-made software tool, to 
identify the most optimum locations and tracks for FLAME experimentation. The towers transmit their 
unique FLAMEx ς where x = 1 to 6 ς as well as a common ΨC[!a9Ω {{L5. Depending on the use case, 
the experimenter can ask for a certain number of SSIDs or certain channels, and request others to be 
switched off. In most cases FLAME has been carried on 5 GHz frequency, although 2.4 GHz has also 
been used to optimise performance of a use case. Each AP is configured on the controller via L2 to a 
flame compute node. Therefore, each FLAME edge service is identified by a VLAN id. For testing 
purposes, the VLAN can be routed to other APs, e.g. a test AP in the University testbed. The APs receive 
their IP address via a Dynamic Host Configuration Protocol (DHCP) Server that stores their media access 
control (MAC) address.  

To minimise interruption of this Wi-Fi service, the university of Bristol has also bought a maintenance 
service contract, that allows real-time communication with technical support in the event of an issue.  

The infrastructure in Buseto Palizzolo runs together with the commercial FWA infrastructure from 
Level7. It must be noted that Level7 is upgrading many of the current links with dark fiber and therefore 
more channels will be available for the FLAME experiments that will benefit from lower interference 
issues. The Wi-Fi infrastructure is implemented in outdoor and indoor sites and it is based on Mikrotik 
devices (both indoor and outdoor) providing coverage across multiple locations. For the indoor 
locations the Mikrotik RB4011iGS+RM has been used, providing access to both 2.4 GHz and 5 GHz 
frequencies while for the outdoor devices only 5 GHz frequencies are available (Mikrotik RB921GS-
5HPacD, 5 GHz IEEE 802.11ac dual-chain). The devices are advertising a flame specific SSID that is open 
to experimenters.  
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It also must be noted that other devices are working on the same unlicensed frequencies. To reduce 
possible interference, 20 MHz channels are used outdoors, and 40 MHz or 80 MHz can be used 
indoors). In case a specific experiment needs ŀ άŎƭŜŀƴŜǊέ ŎƻǾŜǊŀƎŜ in a specific area, Level7 can support 
this request by providing a different positioning or a narrower antenna (e.g. 30 degrees) in order to 
get better SNR. 

YƛƴƎΩǎ /ƻƭƭŜƎŜ [ƻƴŘƻƴ όY/[ύ provides an indoor RAN setup where four CISCO Aeronet 3600 Series Wi-
Fi access points are deployed in a floor close to a ǎǘǳŘŜƴǘǎΩ ŀǊŜŀ ŀƴŘ ŀ ƭŜŎǘǳǊŜ ƘŀƭƭΦ ¢ƘŜ !tǎ ŀǊŜ ƭƻŎŀǘŜŘ 
within the range of each other mainly to demonstrate the effects of handover. The APs broadcast SSIDs 
with an identifier of the room/office next to it, i.e., flame-{location}. Note that there is no DHCP 
enabled in OpenStack for IP endpoints other than VNFs and the clients must set their own static IP or 
the VNF provided to supply IP to clients. Again, in most of the cases the APs are operated at 5 GHz 
however 2.4 GHz can also be used by configuring the controller provided by CISCO.  

2.1.4 OpenStack 

Across all sites OpenStack is being used to deploy the FLAME platform into the infrastructure in a 
programmable and automated fashion. OpenStack Ocata has been used in Barcelona and Bristol with 
hǇŜƴ{ǘŀŎƪ tƛƪŜ ƛƴǎǘŀƭƭŜŘ ŀǘ YƛƴƎΩǎ /ƻƭƭŜƎŜ [ƻƴŘƻƴΣ ƻƴŜ ƻŦ ǘƘŜ ǘǿƻ ƻǇŜƴ Ŏŀƭƭ two replicators. The reason 
of using OpenStack over Open Source MANO or other private cloud solutions such as Kubernetes or 
Docker Swarm is the wide adoption of OpenStack as the ETSI networks function virtualization (NFV) 
implementation for telecommunication providers. Also, FLAME demands to specify where each virtual 
network function (VNF) is deployed, as the entire routing of packets is lifted up to the platform and 
not done in OpenStack. And that is where OSM failed. The other mentioned solutions above are more 
targeted at deploying OpenStack itself in an automated manner and do not offer the flexibility and 
features require by the FLAME platform to be deployed, as they are cloud solutions focusing on vertical 
scaling of service instances. 

As for the compute resource requirements for OpenStack to operate in a production environment, the 
following table summarises what should be required for OpenStack to operate smoothly. 

Table 1: OpenStack compute requirements2 

Node Type CPU Threads (vCPUs) RAM [GB] Disk [GB] 

Controller 8 8 60, HDD 

Compute Node 1 1 --- 

In a production environment it is also recommended to have a dedicated storage host for images. Also, 
equipping more than one NIC per compute node allows to improve the flexibility in creating networks 
of various types to support the needs of multiple tenants. 

 
 
 
2 Taken from https://docs.openstack.org/openstack-ansible/latest/user/test/example.html  

https://docs.openstack.org/openstack-ansible/latest/user/test/example.html
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2.2 9·t9wLa9b¢!¢Lhb {L¢9 !b![̧{L{  

The choice of an adequate location for a FLAME deployment is crucial, not only to assure the 
requirements of FLAME can be met, but also to maximize the impact the FLAME services can have later 
on during operation for the users and to avoid complications when executing trials. General concepts, 
such as whether FLAME is deployed indoors or outdoors or whether there are dedicated and suited 
spaces to host compute and radio equipment, should be taken into account when planning a 
deployment. This section gives the guidelines for choosing FLAME deployment locations and lists what 
should be checked beforehand. 

2.2.1 Network and deployment planning in the public space 

The definition of the network topology and the deployment of both the compute and networking 
nodes in the street also require careful planning beforehand. 

The topology of the network is, among other considerations, closely related to how the experimenter 
is expected to access the APs in the street: e.g., a centralised access following a backhaul approach 
compared to a or daisy-chain approach. Whereas a centralised topology forces clients to access the 
network from a specific AP and also the traversal of packets through the network in a very specific 
manƴŜǊ ǳƴǘƛƭ ǘƘŜǎŜ ǊŜŀŎƘ ǘƘŜ ŎŀōƛƴŜǘΩǎ ƴŜǘǿƻǊƪƛƴƎ ŀƴŘ ŎƻƳǇǳǘŜ ƴƻŘŜǎΣ ǘƘŜ ƭŀǘǘŜǊ ƎƛǾŜǎ ǘƘŜ ƭƛōŜǊǘȅ ƻŦ 
connecting from every AP and minimises the paths and time taken by the packets to get from the AP 
to the cabinet or edge node. 

As per the planning of the deployment of the nodes to be placed in the street, several considerations 
are to be taken into account. For one, the Wi-Fi signal attenuation is impacted by many factors: from 
the expected or usual elements in the street (like trees or the climate conditions, like rain ς the latter 
being covered later) as well as the type of buildings, its materials, the shape of the street and many 
more. Legal and municipality restrictions have to be taken into account as well prior to the deployment. 

Regarding the deployment of the nodes and the links interconnecting the street nodes to that in the 
data centre, the maintenance work on any of them have to be considered. During the initial definition 
stage there should be defined a procedure to cope with physical failures in nodes deployed in the 
street and how to address them. This may require collaboration between the infrastructure 
maintainers, the municipality office for the on-site services, the external contractors that move to the 
street to fix the issue and any other actor that may be needed (for instance to block traffic or secure 
some area during the maintenance window, etc.). Besides the workflow, a separate budget must be 
kept to finance the works. 

2.2.2 Considerations on external factors 

When deploying compute nodes or networking equipment on-street, i.e. in street furniture such as 
lamp posts or cabinets, it is necessary to assure the chosen hardware is resilient to the climatic 
conditions of the location. High temperatures during summer, high humidity, large temperature 
changes from night to day, as well as rain are some of the conditions that need to be considered. To 
give an example, in Barcelona, the on-street compute node deployed in a cabinet was exposed to high 
temperatures in summer: around mid-day the inside of the cabinet could reach above 60°C, which is 
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not a critical limit at which the hardware stops working3, but where it can negatively impact the 
lifespan of the hardware. Solutions to the temperature issue can be any or a combination of: 

¶ Picking compute nodes of industrial standard that often have a higher resilience to high 
temperatures 

¶ Installing a cooling system in the cabinet 

¶ Limit operation of hardware inside a cabinet during heatwaves, i.e. turning off any hardware 
that is not critical for the operation. 

Other weather conditions can also easily impact the operability or lifespan of the hardware: the 
cabinets need to be rainproof and harsh temperature changes should be avoided to prevent 
condensation effects. As such, it can be critical to make an accurate plan when choosing the location 
for the compute nodes (and any other on-street equipment). 

2.2.3 Indoor vs outdoor deployments 

In the FLAME deployments, and following any other 5G deployment, there are two differentiated 
zones: the core (data centre, indoor) and the edge (APs and cabinet, outdoor). These deployments are 
interconnected via a high-speed connection (e.g., fibre). 

The maintenance of the edge and the links interconnecting the edge with the core are part of the edge 
deployment and covered in the points above. On the other hand, the maintenance of the computing 
and networking nodes in the core are planned separately, with no interruption of the public space and 
considerably less cost associated. 

For experimentation, in spite of FLAME trials generally being conducted in the open air, sometimes 
there can be the need to extend the network to an indoor region, e.g. due to bad weather or events 
of interest happening indoors. Therefore, as done in Bristol, the network can be extended to an indoor 
environment that is connected to the FLAME infrastructure. In Bristol, this corresponds to the building 
next to the Square well known as We the Curious4 (WTC) museum. In such a setup, FLAME SSIDs can 
therefore be available indoors, using dedicated Wi-Fi APs. In Bristol, there are even other dedicated, 
smaller indoor spaces where FLAME can be enabled for specific trials, as it is done in the Bristol VR lab, 
and the Watershed building. 

2.3 LbCw!{¢w¦/¢¦w9 /hbCLD¦w!¢Lhb 

FLAME is quite flexible when it comes to the dimensioning and layout of the infrastructures in which it 
can be deployed. It is a scalable solution that is not restricted to operating on top of a specific 
infrastructure in terms of hierarchy (e.g. number and layers of main DCs or edge nodes) or hardware 
architecture. In order to deploy FLAME in an infrastructure, there need to be certain key enablers 
available though, such as the capability of the infrastructure to create a slice for FLAME and to assign 

 
 
 
3 The compute hardware tolerates up to 70°-80°C at most. Different hardware may have other limits. 

4 https://www.wethecurious.org/ 

https://www.wethecurious.org/
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this slice compute, networking, and radio resources. In this subsection we give an overview of how the 
different infrastructures (cities) are configured to support FLAME.  

2.3.1 Bristol Configuration 

In Bristol, the Millennium Square is a public space of about 50 x 50 square meters within Bristol city 
centre, and a popular visiting place for children and adults. It is also home to several important public 
ŜǾŜƴǘǎΣ ƳŀƪƛƴƎ ƛǘ ŀ ǎǘǊƻƴƎ ŎŀƴŘƛŘŀǘŜ ŀǎ ǘƘŜ C[!a9 άƻǇŜƴ ǘŜǎǘōŜŘέΦ ¢Ƙƛǎ ŀǊŜŀ ƛǎ ǎǳǊǊƻǳƴŘŜŘ ōȅ ǘŜƴ 
towers to circulate air in the underneath parking, but also perfect spots to validate wireless 
technologies. Six antennas tilted towards the square have been set up. Considering wave reflection 
and interference, not all areas on the square receive the same signal strength.  

UoB has deployed the FLAME infrastructure at several separate entities (Figure 1): 

1. The data centre resides in the UoB Smart Internet Lab. 

2. The Compute Nodes and the OpenStack Controller is placed at the WTC server room, attached 
to the Millennium Square. 

3. Six Wi-Fi APs are on the top of ventilation towers in the Millennium Square, the main venue 
for events and trials. 

4. As a second trial environment for trials, two Wi-Fi APs are installed on the rooftop of the M-
Shed museum, radiating at a pedestrian pathway, for backup testing purposes. 

5. As a third trial environment, Wi-Fi access networks are deployed inside the WTC network for 
indoor testing purposes.  

 

Figure 1: Fibre links deployed in UoB. 

The Edgecore switches connect all the compute nodes from each site, UoB lab and Millennium Square. 
UoB has separated the control plane and data plane from its infrastructure, which means there are 
two 10 Gbps links, respectively, isolating the control and data planes. These links provide connectivity 
between the UoB Lab and Millennium Square. While the access to the data centre and WTC sever room 
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is straightforward, to go through the Wi-Fi APs cherry pickers are needed upon the towers due to the 
height and the according safety procedures. Below, we list additional information about each element 
inside the UoB deployment: 

¶ L2/SDN switches: Edgecore running PicOS 

o Two Edgecore as4610_54p and as5712_54x switches working as normal switch with 
VLAN, trunk and STP capabilities enabled 

o Two Edgecore as4610_54p and as5712_54x switches working as an SDN switch with 
OpenFlow 1.3 capabilities and IPv6 Label TCAM supporting enabled. 

¶ Seven compute nodes, one OpenStack Controller: Dell PowerEdge R430, 20 CPU cores, 32 GB 
RAM, 1 TB of disk. 

¶ Ten Wi-Fi APs with 2.4 GHz and 5 GHz frequencies and fast handover IEEE 802.11r capabilities 
enabled: T710 outdoors; R720 indoor. 

Figure 2 shows the components and the connectivity for the OpenStack self-service network 
installation and one untagged (flat) provider network. In this particular case, the instance resides on 
the same compute node as the DHCP agent for the network. If the DHCP agent resides on another 
compute node, the latter only contains a DHCP namespace and with a port on the Open vSwitch 
integration bridge. UoB fibre network. 
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Figure 2: Bristol FLAME topology. 

The network was designed according to the requirements of the FLAME platform to provide all 
necessary internal networks and the user data plane.  

Further, to assure high throughput and short delays in the user experience, fibre connectivity between 
the radio equipment and the compute nodes is recommended. In the UoB setup, each MEC AP is fibred 
to an individual compute node, whereas in Barcelona each lamp post connects to the same edge 
compute over dedicated fibre. This ensures FLAME components can be stored right at the edge for 
optimum performance, and shortest delay.  

2.3.1.1 OpenStack Configuration 

OpenStack Ocata 3.8.1 has been deployed across the compute nodes, data centre and the controller. 
It has been configured with the following settings: 

¶ OpenStack Services are installed: 

o Keystone, Glance, Neutron, Horizon, Nova and HEAT. 

¶ All the compute nodes provide 5 wired interfaces: one management interface and four 
providers interfaces. As a bridging configuration, UoB has used the standard Linux Bridge tool 
(/etc/neutron/plugins/ml2/linuxbridge_agent.ini). 

https://docs.openstack.org/keystone/pike/install/
https://docs.openstack.org/glance/pike/install/
https://docs.openstack.org/neutron/pike/install/
https://docs.openstack.org/horizon/pike/install/
https://docs.openstack.org/nova/pike/install/
https://docs.openstack.org/heat/pike/install/


 D5.8: FLAME Replication Process v2 | Public 

Page 20 of 74 

© Copyright i2CAT and other members of the FLAME Consortium 2019-2020 

¶ All the provider networks have been mapped to wired interfaces as follows: 

o Provider 1-> eno2 

o Provider 2 -> eno3 

o Provider 3 -> eno4 

o Provider4 -> enp4s0f0 

¶ As a requirement for the FLAME platform, the OpenStack Installation has been modified to 
support different MAC and IP address coming from the VMs. The following configuration is 
necessary as follows: 

o Network Port Security = False 

2.3.1.2 EdgeCore Switch Configuration 

The FLAME platform operates on SDN switches across the network. At the UoB network, the Edgecore 

switches have been chosen to handle traffic using normal, as well as OpenFlow capabilities. To 

accomplish the FLAME platform requirements, several crucial settings have been set on the Edgecore: 

1. Pre-define a range of VLAN available to be used by control plane networks 

2. Provide OpenFlow 1.3 with IPv6 full capabilities (IPv6 Label) 

3. Increase the size of the TCAM memory available to be used strictly by the OpenFlow rules 

The FLAME platform is a distributed network, once the deployable computing resources can be placed 
either in the edge or the core. In the OpenStack controller, FLAME networks along with VLANs and 
interfaces are set up according to specific FLAME requirements. The HEAT template creates the 
hierarchical topology, where the service routers (SRs) and the clusters as part of the edge computing. 
There is a switch between one compute node and one tower that is providing the Wi-Fi access. The 
HPN Lab data centre also has SRs and Clusters, but additionally it has been used to place the CLMC, 
SFEMC, PS and PCE components (details in the replication progress, Section 6.2.2). 

2.3.1.3 The Floodlight Controller 

The Floodlight controller managing the SDN fabric has been set up in the FLAME OpenStack controller. 
In the figure below the controller has created a topology of the SDN fabric, and the SDN switches 
running on Edgecore switches.   
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Figure 3: Bristol SDN topology. 

The topology view accessible from Floodlight is a very useful tool to monitor the SDN fabric and locate 
possible broken links. Figure 3 depicts the SDN topology when the FLAME platform is fully operational 
in the UoB infrastructure.  

2.3.2 Barcelona Configuration 

The Barcelona FLAME deployment can be divided into two main sites, one offering an edge compute 
node as well as RAN capacities and one data centre (main DC) site. The two sites contain the servers 
forming the cluster and the switches interconnecting them inside the data centre or across the city. In 
Barcelona there is one cabinet (edge) with the fog server and a router and one data centre (main DC) 
with a cluster of three servers and, connecting both, dark fibre deployed throughout the city to connect 
both sites. The Wi-Fi nodes deployed at the edge connect to the edge cabinet over fibre. 

The compute nodes and Wi-Fi devices are connected over a L2 network operating on top of fibre and 
copper, using a range of VLANs in a VLAN trunk that is configured in the switches controlled by i2CAT 
and placed across cabinets and i2CAT data centre, as well as the edge. This connects the servers (and 
thus any virtual instance inside them) at layer 2, disregarding the physical location (cabinet or data 
centre) and allows traffic towards or from the UEs to reach services running in the edge or main DC.  

The slice configuration in which FLAME would operate was elaborated as a common effort between 
i2CAT and Interdigital, first identifying all platform and infrastructure elements that would be 
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deployed, followed by a planning of the VLANs to enable aforementioned L2 network connecting these 
elements. As an update from the configuration showed in previous deliverables, the final logical design 
of the FLAME topology assigns dedicated clusters to each Wi-Fi node and also integrates emulated 
user equipment (see Section 6.3.2 for details). 

The resulting VLAN assignment for Barcelona is depicted in Figure 4, with assignments reaching from 
the Wi-Fi nodes (Gateworks), over the Cabinet server, to the main DC (Omega). It is noteworthy 
highlighting that in Barcelona an additional degree of complexity was introduced, as there is only a 
single edge server, but with the help of adequate VLAN assignment, each of the lamp posts was 
logically connected to a dedicated cluster each. This required an additional engineering effort that 
allows platform users to instantiate localized services for each lamp post. Further, for the Wi-Fi APs a 
custom solution is used. The single board computers equipped with Wi-Fi interfaces running on Ubuntu 
14.04 (Gateworks) have been designed from a hardware and software point of view to fully integrate 
with the FLAME deployment. The key element to enable the Wi-Fi APs to integrate is the use of virtual 
switches (Open vSwitch) to extend the SDN fabric from the wired infrastructure to the lamp posts and 
thus the Wi-Fi APs. 

Please note that to each VLAN displayed in Figure 4 the value ά1500έ needs to be added to get the 
actual VLANs used in the Barcelona deployment (e.g., in SR-1 for Gateworks 0, the first three links ς
access, data and SDN- ŀǊŜ ǎŜǘ ǘƻ άмлέΣ άммέ ŀƴŘ άтлέΤ ǿƘƛŎƘ ǎƘƛŦǘŜŘ ǘƻ ǘƘŜ ŀŎǘǳŀƭ ±[!bǎ ǿƻǳƭŘ ōŜ 
άмрмлέΣ άмрммέ ŀƴŘ άмртлέύ. As such, for the connectivity to the lamp posts, to connect the data 
clusters elements and to enable the user data to traverse the infrastructure, OpenStack communicates 
with the networking by defining N (where N is the number of APs) access networks and N+2 of data 
networks, each of them related to a VLAN: 

¶ Access networks:  management addresses to reach platform nodes. VLAN: 1510, 1520, 1530, 
1540 

¶ Data networks: data plane for platform nodes. VLANs: 1511, 1521, 1531, 1541, 1551, 1600 

¶ SDN control: where platform SRs are interconnected. VLAN: 1570 
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Figure 4: Final VLAN configuration for the Barcelona infrastructure. 

The virtualization stack that takes care of the VLAN configuration of the edge and compute elements 
is provided by OpenStack Ocata. In the case of Barcelona, there are as many availability zones (AZ) as 
locations: one for the core, with the main DC compute nodes (i2CAT Omega Building) and the one at 
the edge, collocated with the RAN equipment. The HEAT templates used during the deployment of the 
platform select the proper AZ to instantiate each node. Figure 5 shows the different areas (core to the 
left, edge to the right) and how these are connected across the city through a hierarchical set-up of 
switches and routers. 

The FLAME platform is deployed in one of the computinƎ ƴƻŘŜǎ ƻŦ ǘƘŜ hǇŜƴ{ǘŀŎƪ ŎƭǳǎǘŜǊΦ ! άǎŜŜŘέ ±a 
is reserved and inside it. HEAT templates are used to instantiate it via some appropriate scripts. The 
platform itself pre-allocates resources from the system (CPUs, virtual memory, disk) so that the 
experimenter can deploy an SFC through the portal provided by the platform. 
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Figure 5: Network topology and availability zones for the computing cluster. 

As per the Wi-Fi nodes in Barcelona, a proprietary solution is used; where RAN connectivity is provided 
by running hostapd on top of the physical Wi-Fi interfaces. To integrate these Wi-Fi nodes with the 
FLAME platform, Open vSwitch bridges are used to attach the nodes to the required access, data and 
SDN control networks. Figure 6 depicts the solution applied for Gateworks 0, which can be applied to 
any of the Wi-Fi nodes.  

 

Figure 6: Schematic of the Open vSwitch and VLAN configuration of a Barcelona Wi-Fi node. 

A dedicated hostapd process manages the interface named vap0, a virtual AP that is generated on top 
of the physical Wi-Fi transceiver, which is configured to operate in the lower 5 GHz band with a 40 MHz 
bandwidth (IEEE 802.11ac). In Barcelona 4 nodes are deployed and 2 configurations in the lower 5 GHz 
band are possible at 40 MHz: using channel 36 as base or channel 44. As such, we chose to assign 
channel 36 to Gateworks 0 and 2, and channel 44 to Gateworks 1 and 3 to reduce the interference 
between neighbouring lamp posts.  

On each Gateworks, the Open vSwitch bridge named bridge connects the virtual APs with the access 
network. In the example on the left, this corresponds to attaching vap0 and VLAN 1530 (via eth0.30) 
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and acts as a self-learning bridge 5. This allows the exchange of packets between users attached to the 
AP and the SR element that is attached to the 1530 network and is located in the edge cabinet. There 
the traffic switches from the IP domain into the FLIPs domain and is sent back to the Wi-Fi node. For 
that, the second VLAN interface on the node is attached to eth0.31, that leads to the VLAN 1510 data 
network in the FLIPs domain. The responsible Open vSwitch bridge for handling this traffic and 
forwarding to the right destination is managed by a Floodlight controller instance (sitting on VLAN 
1570, control via eth0.70). The Open vSwitch bridge is completely managed by the Floodlight instance 
and rules are provided by the path compute element as part of the FLAME platform. From the VLAN 
1600 (corresponding to eth0.100), the traffic can then reach the rest of the infrastructure, e.g. other 
Gateworks nodes, as well as the clusters at the edge or the main DC, where the FLAME services are 
running.  

 

Figure 7: Barcelona SDN topology as seen by the Floodlight SDN controller 

The resulting connectivity map of SDN switches and service endpoints during a full platform 
deployment in Barcelona is presented in Figure 7. This view corresponds to the topology as seen by 
the SDN controller during an experiment. 

2.3.3 Busseto Palizzolo Configuration 

The deployment in Sicily has a main site in Buseto Palizzolo (a rural and isolated community) as well as 
a secondary node in Level7 main offices in Palermo. The node in Palermo has been made available only 

 
 
 
5 !ǎ ƴƻǘŜŘ ōŜŦƻǊŜΣ άмрллέ ƴŜŜŘǎ ǘƻ ōŜ ŀŘŘŜŘ ǘƻ ǘƘŜ ±[!bǎ ǎƘƻǿƴ ƛƴ ǘƘƛǎ ŦƛƎǳǊŜ ǘƻ obtain the actual VLAN. 
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for testing purposes and to speed up the implementation of experimenters on Level7 infrastructure, 
while the real and main infrastructure that will host experiments from third parties is located in Buseto 
Palizzolo, with indoor and outdoor installations.  

It also must be noted that the node in Palermo has been planned and implemented in order to provide 
technical availability of the Level7 FLAME infrastructure in case that i) the infrastructure in Buseto 
Palizzolo is not accessible or ii) the experimenter wants a technical test with real devices done by Level7 
personnel before going to the real infrastructure with experimenters. It also permits technical tests by 
Level7 personnel without going to the Buseto Palizzolo site (around 1h is required for the commute to 
the site from Level7 offices). 

The implementation of the OpenStack main infrastructure has been done in Level7 offices in Palermo 
with 3 dedicated servers. These servers are connected to Buseto Palizzolo via a 10 Mbps link with 50ms 
round-trip time due to the fact that Palermo and Buseto Palizzolo are connected via a geographical 
link. This makes the edge computing scenario more realistic and relevant, where the servers 
implementing the edge computing in Buseto Palizzolo must provide services locally without accessing 
άcentral ŎƭƻǳŘ ǊŜǎƻǳǊŎŜǎέ ŦǊƻƳ ǘƘŜ Ƴŀƛƴ ƻŦŦƛŎŜ ƛƴ tŀƭŜǊƳƻΦ  

In the future, the bandwidth of this link could be upgraded in order to provide a better connectivity 
between the two sites. However, even if this link will be upgraded to higher bandwidth, due to the 
network architecture the round-trip time between the two sites will still be around 40-50ms.  

2.3.3.1 OpenStack Configuration 

Level7 has implemented OpenStack Ocata on 3 dedicated servers with the following configuration: 

¶ 1 controller node  

¶ 2 compute nodes (compute-1 and compute-2) 

The Openstack services that have been installed are:  

¶ Keystone, Glance, Cinder, Neutron Horizon, Nova, and HEAT  

The Cinder service is actually running only on compute-1 with a dedicated storage of 1000 GB but it 
can be easily installed on other nodes as well as expanded, if needed.  

Description vCPUs RAM Storage 

Controller6 N.A. (16) N.A. (71 GB) N.A. (1.8 TB) 

Compute-1 16 141 GB 930 GB (Cinder) + 8 TB 
(Glance) 

Compute-2 16 141 GB 7200 GB (Glance) 

 
 
 
6 The resources are not available to FLAME but are used by Openstack for the controller node  
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2.3.3.2 The Floodlight Controller  

The Floodlight controller managing the SDN switches has been installed, as a separate VMWare 
machine on another cluster outside the Openstack FLAME hardware, and it is controlling the SDN layer 
of the Level7 installation and communicating with the OVSwitch instances.  

2.3.3.3 Node configuration in Palermo (Level7 Offices)  

One FLAME node has been implemented in Palermo, in order to speedup technical tests with real 
hardware or provide access to Level7 infrastructure, in case i) a specific node of Buseto Palizzolo cannot 
be accessed or ii) ƛƴ ƻǊŘŜǊ ǘƻ ǘŜǎǘ ƻƴ ǊŜŀƭ ƘŀǊŘǿŀǊŜ ƛƴ άǘƘŜ ǎŀƳŜ Řŀȅέ ǿƛǘƘƻǳǘ ǘƘŜ ƴŜŜŘ ǘƻ Ǝƻ ǘƻ .ǳǎŜǘƻ 
Palizzolo. Obviously, the tests on this node must be orchestrated together with Level7 personnel who 
can provide support from remote ōǳǘ ƛǘ Ŏŀƴƴƻǘ ƘŀǾŜ ǘƘŜ ǎŀƳŜ άǎƻŎƛŀƭέ ƛƳǇŀŎǘ ƻǊ ǳǎŜǊ ŜȄǇŜǊƛŜƴŎŜ ǘƘŀǘ 
can be obtained in Buseto Palizzolo due to the lack of real experimenters. 

From the technical point of view, the node has the same hardware features that are present in many 
nodes in the real infrastructure, i.e. a server with many cores and an access point from Mikrotik (i.e. 
RB4011iGS+RM with 2 GHz and 5 GHz antennas, the same model is used in the indoor environments 
in Buseto Palizzolo). The compute server is part of the Openstack installation and it has 24 vCPUs, 32 
GB RAM, 1.8 TB of storage. 

The Wi-Fi AP is directly physically connected to the server. Out of band control (i.e. direct access to the 
ŘŜǾƛŎŜύ ƻŦ ǘƘƛǎ ŘŜǾƛŎŜ ƛǎ ƻōǘŀƛƴŜŘ ŎƻƴƴŜŎǘƛƴƎ ƛǘ ǘƻ ŀ ǎǿƛǘŎƘ ǘƘŀǘ ƛǎ ǊǳƴƴƛƴƎ ǘƘŜ άƻǳǘ ƻŦ ōŀƴŘέ ƴŜǘǿƻǊƪ 
for the FLAME infrastructure, i.e. separate address space that is available only to Level7 and not to the 
experimenters.  

2.3.3.4 Buseto Palizzolo Infrastructure Configuration  

The infrastructure in Buseto Palizzolo is located in a rural area that can be reached in 1h driving from 
Palermo. The infrastructure is made of indoor and outdoor nodes and it is located in public places 
(school, square, museum, library, etc.) in order to make the experiments as much as effective as 
possible, with the help of the local community.  

Every node is composed of: 

¶ one compute resource (a dedicated server)  

¶ one switch that is used to map the VLAN and to turn on/off the access devices (via PoE)  

¶ one or more access devices that are deployed indoors or outdoors.  

The nodes are currently connected via a dedicated radio link that should be upgraded to dark fiber in 
2020. One SDN OpenVSwitch (based on x86 hardware ς 16 vCPUs, 16 GB RAM, 450 GB SSD) is located 
ŀǘ ǘƘŜ ŎŜƳŜǘŜǊȅ ƛƴ ŀ άǎǘŀǊέ topology, i.e. all the nodes are (or will be) connected to this node.  

The current topology, of the nodes, is illustrated in Figure 8. 
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Figure 8 - Buseto Palizzolo current topology 

Lǘ Ƴǳǎǘ ōŜ ƴƻǘŜŘ ǘƘŀǘΣ ǿƘŜǊŜ ƛǘ ƛǎ ǎƘƻǿƴ ŀ άPRIS ƴƻŘŜέ ƛǘ ƛǎ ƛƴǘŜƴŘŜŘ ǘƘŀǘ ŀ ŎƻƳǇǳǘŜ ƴƻŘŜ ǿƛƭƭ ōŜ ƭƻŎŀƭƭȅ 
available. In the topology, it is intended that at the cemetery the SDN OpenVSwitch is installed for SDN 
features. For the computational nodes, most of the nodes are based on Dell hardware with 24 vCPUs, 
32GB RAM and 450GB SSD. For some nodes (e.g. Water silo and cemetery) AMD based hardware has 
been implemented (8 vCPUs, 16 GB RAM, 450 GB SSD). 

2.3.4 London Configuration 

Within KCL Strand campus, which is conveniently located at the heart of London, the Wi-Fi APs are in 
the first floor of the building. The APs are deployed closer to a PhD open office, a small lecture hall, 
staff area and one in the 5G lab (as shown in Figure 9). The floor is mainly accessed by students and 
staff members of the ŎŜƴǘŜǊ ŦƻǊ ǘŜƭŜŎƻƳƳǳƴƛŎŀǘƛƻƴ ǊŜǎŜŀǊŎƘΦ ¢Ƙƛǎ ƳŀƪŜǎ ǘƘŜ YƛƴƎΩǎ College testbed a 
unique candidate to test an indoor set-up of FLAME with applications especially meant for educational 
media delivery. The other unique feature of the testbed is that there is an already established link via 
the Slough exchange point to UoB testbed through the 5G exchange located at slough.  
 

 

Figure 9: Location of Wi-Fi Access Points deployed at King's College London Strand Campus 

KCL FLAME infrastructure set-ǳǇ ƛǎ ǉǳƛǘŜ ǎƛƳƛƭŀǊ ǘƻ ǘƘŀǘ ƻŦ ¦ƻ.Ωǎ ǿƛǘƘ ŦƻƭƭƻǿƛƴƎ elements: 



 D5.8: FLAME Replication Process v2 | Public 

Page 29 of 74 

© Copyright i2CAT and other members of the FLAME Consortium 2019-2020 

1. Four Wi-Fi APs ƭƻŎŀǘŜŘ ŀǘ YƛƴƎΩǎ /ƻƭƭŜƎŜ [ƻƴŘƻƴΣ {ǘǊŀƴŘ Camps.  

2. ¢ƘŜ ŘŀǘŀŎŜƴǘŜǊ ƛǎ ƭƻŎŀǘŜŘ ŀǘ ǘƘŜ ƭƻǿŜǊ ƎǊƻǳƴŘ ƻŦ YƛƴƎΩǎ ōǳƛƭŘƛƴƎ, where the compute nodes 

are located.  

3. The Openstack controller is also located in the datacenter. 

The core-switch connects Wi-Fi Aps to the edge computes located at the datacenter, as depicted in 
Figure 10. While two of the computes are standard hosts, the other two are setup as real-time hosts 
in order to test specific applications that require the real-time features. Independent KVM nodes are 
also made available to test the performance of applications under different scenarios. The individual 
components made available to deploy FLAME win KCL testbed are as follows: 

¶ An Edgecore AS4610-54T running in Openflow mode is dedicated to the project. The switch 
features 48 x 1 Gbps ports and two SFP+ ports.  

¶ Four compute nodes with identical hardware configuration. The server model is Dell R630 with 
88 vCores, 128 GB RAM, 1 TB storage, SFP+ and Gigabit NICs. The compute nodes are managed 
by OpenStack.  

¶ Four Wi-Fi APs are CISCO Aeronet 3600 Series, configured with a VLAN and SSID slice dedicated 
to FLAME. 

¶ The infrastructure carrying FLAME traffic also includes an Edgecore AS4610-54P where the 
CISCO APs are connected, an Edgecore AS5812-54X which is the 40 Gbit core switch of the 5G 
ǘŜǎǘōŜŘ ŀƴŘ ŀ /ƻǊǎŀ 5tнмлл ǿƘƛŎƘ ƛǎ hǇŜƴǎǘŀŎƪΩǎ Ƴŀƛƴ ǇǊƻǾƛŘŜǊ ǎǿƛǘŎƘ ǘƘŀǘ ŎƻƴƴŜŎǘǎ ±bCǎ ǘƻ 
the rest of the infrastructure. 
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Figure 10: KCL Infrastructure set-up 

The networks were setup based on the requirements of FLAME alongside the necessary internal 
networks.  

2.3.4.1 OpenStack Configuration 

Openstack Pike is used to manage the compute nodes and has been configured with full redundancy 
for routing and DHCP services.  
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Furthermore, the routing configuration is fully distributed which provides increased performance for 
VMs attached to overlay networks since there is not a single router residing on the controller node to 
handle all the VM traffic. The controller node can store up to 1TB of VM images, with the average size 
of a VNF image being around 2 GB. Images are inflated when they are launched and the user can 
configure the running instances total storage, however, it is recommended to keep it below 10 GB to 
avoid problems with block allocation during instantiation 
 
Block storage using Cinder is provided using LVM backend. This allows the user to more easily manage 
VM images and create snapshots and backups. The other services that are installed includes: Keystone, 
HEAT, Glance, Neutron, NOVA and Horizon. 
 
Four host aggregate groups have been configured in Openstack to accommodate standard VM hosting, 
real-time VM hosting, standard containers and real-time containers. Each host aggregate group defines 
άƘȅǇŜǊǾƛǎƻǊέ ŀƴŘ άreal-ǘƛƳŜέ ŘƛǊŜŎǘƛǾŜǎ ǘƻ ŘŜǘŜǊƳƛne where a VM should be created. 
On the individual physical hosts the 10GbE interfaces assigned are as follows: 1 ς used for Openstack 
API, 2 ς used for provider network, 3 ς used for storage network, 4 ς used for overlay network. 

2.3.4.2 Switches Configuration 

The FLAME traffic is carried through three switches to the Wi-Fi AP (as shown in Figure 10) ς  

(i) The Lab switch (Edgecore 4610-54P) for connecting Wi-Fi APs to the Datacenter switch. 
Aggregate link ae1 connects to the Datacentre Core switch at 40 Gbps over 4x10 Gbps Link 
Aggregate Ports (LAG) at the corresponding ae7 interface. 

(ii)  The Core Switch (Edgecore AS5812-54X) which acts as the datacenter core switch. VLAN 
10 added to aggregate links ae5 and ae7, where ae5 connects to the Openstack Provider 
network switch at 40 Gbps over 4x10 Gbps LAG. Aggregate link ae7 connects to the Lab 
Switch where Wi-Fi APs are attached on the corresponding ae1 interface. 

(iii) The Provider Switch (Corsa DP2100) which is an Openstack provider switch and is 
configured with passthrough mode. The bitrate per interfaces is guaranteed at 3.33 Gbps 
and the switch allows all VLANs to pass from external networks.  

2.4 ht9w!¢Lhb![ w9!5Lb9{{ 

In order to validate whether an infrastructure is ready to host FLAME, some tests are necessary to 
assure that all physical and logical elements are working correctly. This section introduces these 
procedures and describes how they have been applied to the different replicators. 

2.4.1 Slice Creation 

The creation of the slice for the FLAME tenant is required on various levels in the infrastructure such 
as: 

¶ OpenStack: A FLAME project is required with one user. Furthermore, the segmentation 
identifiers for external provider networks must be aligned with the VLAN configuration of 
networks outside of OpenStack  
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¶ SDN switching fabric: A dedicated bridge with (access) ports must be configured enabling the 
logical topology envisaged. 

¶ Access networks: These networks allow IP endpoints to access the deployed platform and user 
traffic must be carried to the correct compute nodes where the platform can handle it. This 
part of the slice probably requires VLANs as well. 

¶ Radio access: If a wireless access is envisaged (e.g. Wi-Fi) the usage of virtual APs is mandatory 
to separate the FLAME slice from any other tenant. 

The remainder of this section presents the approach of how the slice has been created in Barcelona 
and Bristol and which tools and/or methodology they have been using to ensure the organisation of 
shared information across technologies. 

2.4.1.1 Barcelona 

The Barcelona deployment does not relay on an SDN-enabled networking fabric, but instead it uses a 
άƘȅōǊƛŘ ŘŜǇƭƻȅƳŜƴǘέΤ consisting of a cluster of computing nodes (where the FLAME platform runs) 
distributed throughout the city and managed by OpenStack. These computing nodes are connected to 
each other via some legacy, non-SDN switches and routers. To interconnect them, the cluster has a 
pool of VLANs at its disposal that can be manually assigned by the OpenStack operators to any newly 
created network during the deployment process and the integration with the FLAME platform. The 
pool consists of the VLANs 1500 to 2000, both included. Every packet sent from an instance running in 
the OpenStack cluster will be tagged appropriately (that is, according to the VLAN defined as 
άǎŜƎƳŜƴǘŀǘƛƻƴ L5έ ƛƴ ŜŀŎƘ hǇŜƴ{ǘŀŎƪ ǾƛǊǘǳŀƭ ƴŜǘǿƻǊƪύΦ 

As previously shown in Figure 5, in the core zone such packets will be received by the Dell S3048 switch; 
whilst in the edge zone the packets will go through the Cisco ASR920 router. This means that both 
network devices receive the tagged L2 frames from their closest compute nodes. To be able to receive 
the frames, identify them from a specific source and maintain different networks throughout the 
different zones, the network devices and equipment must be previously manually configured to have 
ǘŀƎƎŜŘ ŀƭƭ ǘƘŜ ±[!b{ ŦǊƻƳ ǘƘŜ ŀǾŀƛƭŀōƭŜ ǊŀƴƎŜ ƛƴ άǘǊǳƴƪέ ƳƻŘŜΣ ŦƻǊ ōƻǘƘ ǳǇƭƛƴƪǎ ŀƴŘ ŘƻǿƴƭƛƴƪǎΦ ¢ƘŜƴΣ 
each interface has its VLAN(s) assigned as best deemed. Besides that, other configurations and controls 
are in place (for instance, the Spanning Tree Protocol is enabled in the switches so as to avoid loops). 
Lƴ ǘƘƛǎ ǿŀȅΣ ǘƘŜ ŘƛŦŦŜǊŜƴǘ άŦƭŀƳŜ-ŀŎŎŜǎǎέΣ άŦƭŀƳŜ-Řŀǘŀέ ŀƴŘ άǎŘƴŎǘǊƭέ ƴŜǘǿƻǊƪǎ ŎƻƴƴŜŎǘ ŀƭƭ ŎƻƳǇǳǘƛƴƎ 
nodes in a transparent manner. 

2.4.1.2 Bristol 

The UoB deployment utilizes SDN-enable networking fabric and virtual switches, in a "hybrid 
deployment." The environment provides a cluster of seven compute nodes managed by OpenStack 
and distributed across the city as shown in Section 2.3.1. Six compute nodes are placed around the 
Millennium Square and serving each tower. Each tower has the LTE and Wi-Fi capabilities enabled. One 
compute node is placed at the UoB HPN lab. The cluster has a pool of VLANs (from 50 to 80) for the 
control plane, which manually can be assigned by the OpenStack Controller. There is a dedicated data 
network for all compute nodes. Therefore, every packet using the data plane is sent from an instance 
running in the OpenStack Cluster and cross fabric and virtual switches. There are two Edgecore 
switches, one placed at the Millennium Square and other at the HPN Lab. 

According to the Bristol FLAME Topology (as shown in Figure 2), in the UoB HPN Lab data centre and 
the Millenium Square the packets are received by an Edgecore as4610_54p switch, respectively. Both 
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switches have the OpenFlow 1.3 capabilities enabled and are interconnected by two optical links of 
10Gbps (control plane and data plane). For the control plane, each network slice has its VLAN(s) 
assigned as best deemed. Moreover, the control plane set up is related to the "flame-LAN," "flame-
mgmt", and "flame-sia" networks, which transparently connect the computing nodes. Besides, the 
data plane set up is providing access to the OpenFlow switches, which, on the OpenStack, is given by 
the "flame-data" and "flame-data-outer." 

2.4.1.3 Buseto Palizzolo 

The implementation of FLAME in the Buseto Palizzolo testbed follows a hybrid deployment, where 
parts of the network are SDN based (the SDN OVSwitch at the cemetery) while VLAN with full bridging 
are used in other parts of the testbed. The OpenStack main deployment is in Palermo, which is 
connected to Buseto Palizzolo, via a geographical data link. This makes the Buseto Palizzolo a real edge 
computing scenario, where each single node in Buseto Palizzolo is responsible to provide the services, 
locally, to the users via the direct connection to the access devices or using neighbour nodes. 

In order to deploy FLAME experiments in a separate environment (Level7 is operating a parallel 
commercial infrastructure in Buseto Palizzolo) the access radio network has been realized with 
dedicated devices. The fact that each radio device is connected to a computational node, makes the 
data processing easier in many scenarios. 

2.4.1.4 London (KCL) 

KCL deployment for FLAME carries four physical hosts managed by OpenStack and the infrastructure 
utilizes the SDN-fabrics. A dedicated data network is allocated for each of the four access points to the 
Wi-Fi access points. It is worth noting that KCL infrastructure has multiple tenants in terms of both 
hardware and software. The FLAME platform is collocated with other tenants and the access is given 
ǘƻ ŎŜǊǘŀƛƴ ǇŀǊǘ ƻŦ Y/[Ωǎ ƛƴŦǊŀǎǘǊǳŎǘǳǊŜ (as described in Section 2.3.4). 

The control plane in FLAME, especially for flame-mgmt and flame-sia networks, is configured in such a 
way that the connection to compute nodes is transparent. For example, VLAN 698 is pointed to ae5 
such that flame-sia can directly talk to outside. 

2.4.2 Slice Readiness 

Once the slice has been created is must be tested against its operational readiness. The configuration 
of the various infrastructure components deems successful (operational/basic connectivity) when 
testing if they work using ICMP messages or any other echo request ς response protocol. However, it 
is of most importance to stress test the infrastructure slice over a significant amount of time to 
demonstrate its readiness. For instance, faulty hardware or software very often reveals its true 
readiness when put under load. Especially switches, network interface cards, drivers, and VLAN 
configurations are candidates for a thorough testing beyond simply echo request response packets. 

As outlined in detail the ARDENT specification in D3.11 [FLAME-D3.11], the data plane of the platform 
traverses internal and external OpenStack networks which are partially configured with standard IP 
routing (e.g. between SRs and clusters) or with the novel service routing which uses path-based 
forwarding rules (e.g. between SRs). Both types of networks must be stress tested first to ensure the 
nominal line speeds can be achieved. In order to conduct these tests without the platform being 
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deployed, it is necessary to fall back to IP-based benchmarking tools such as Iperf7. All SDN-enabled 
bridges that are part of the slice should receive appropriate IP rules to allow packets to traverse the 
switch. 

Across all access and data networks Iperf TCP should be run first for a period of 5min or longer. 
Assuming an MTU of 1500 resulting in 1518 octet frames should result in 

a) approximately 98% of the nominal throughput. For instance, for a 1G link 970 ς 980 Mbps 
should be reported after the contention window has become stable. Using Iperf3 will provide 
the CWD value as part of the standard output. 

b) Stable contention window once is has stopped growing 

Then, Iperf UDP should be configured with the average rate reported with TCP and the same 
throughput numbers with a packet loss of << 0.1% must be observed. 

If any of the key performance indicators (KPIs) given above cannot be met a thorough investigation 
must be conducted and the issue rectified that stops the infrastructure from operating at nominal 
speed. 

2.4.3 SDN Underlay 

Given a positive slice readiness testing, as described in the previous section, the SDN underlay must be 
verified against its operational readiness in relation with the path-based forwarding rules. In order to 
achieve that an Iperf-like application is available as part of the SFR implementation that allows to stress 
test connections among SRs. While measuring the throughput per second this application can also 
measure the round trip time for a configurable amount of packets per second. The results must be 
identical with the Iperf measurements obtained in the previous section. 

2.4.4 Wi-Fi Access Networks 

The testing of a wireless link operating in an unlicensed band is a challenging task and this section 
outlines the methodologies developed in FLAME to achieve that. As for the testing of wired links, the 
nominal speed must be determined by ensuring the software and hardware used to create the AP as 
well as the hard- and software used on the client attaching to the AP support the Wi-Fi standard 
configured. Starting with IEEE 802.11n MIMO radios made their way into the IEEE specification and 
whether 2x2 or 4x4 (or even higher combinations) of MIMO radio are being used affects the nominal 
achievable throughput numbers significantly. Also support for channel bandwidth configurations must 
be checked on both the AP and the client. Bearing these hard numbers in mind, the location of where 
the client is located (line-of-sight, potential reflections of walls, obstacles like trees with or without 
leaves, time of the day, weather conditions) and how its antenna had been directed towards the AP 
will need to be considered.  

Taking the points above into account, it is worthwhile analysing the area that is covered by all APs for 
potential point of interests where users will most likely access the platform. This allows to identify the 
point where the KPIs throughput and round-trip time should be measured.  

 
 
 
7 https://iperf.fr/  

https://iperf.fr/

















































































