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of the FLAME replication pcess documentation. It provides a comprehensive guide on how to
replicate FLAME in cities, focussing on the technical aspebeseas the business aspects of the
replication process described in D5.1 still stand. The installation and operation of FLANE in

replicator citieshas led not only to the definition of very specific workflows and procedures for the

different roles (infastructure provider, platform provider, etc.) to validate the operability of FLAME, it

has also resulted in the developmentanseries of tools designed for that purpose. Finally, we also
describe the preparatory steps and dedicated workflows that havbe followed by experimenters

who want to make use of FLAME.
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This document serveis first instance as manualguideline that describes which steps have to be
taken in order to replicate FLAME in an infrastructure and halgploymert can be validatedit is a
formal write-up of the best current practice information made available to EieAMEopen call 2
replicabrs. This includes specific guidelines for the infrastructure providers that have to make sure
their infrastructure tilfils the requirements. Also, the use of tools developed for the purpose of an
automated evaluation is detailed heré-urther, it gathersaluable insights obtained from thaties in
which FLAME has been deployaad also providesraoverviewof the replcation status in the new
replicator citiesBeyond that, a series of suggestions and recommendations are foadeplicators

that originate from the experience gained during the deployment and operation of the FLAME platform
across the citieg=inally, his document also presents a workflow thapeximenters have to follow in
order to be ready to deploy their experiments in a FLAMEDled testbed.

Please na that a draft version of this documentassubmitted in November 2019.0 keep track of

the changes betweethe draft andthis final vesion, we include a changelog that lists all additions and
modifications made to the document (Sectiorp).
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AP Access Point

API Application Programming Interface
AZ Avalilability Zone

CLMC Cross Layer Management and Control
COTS Commercial Ofthe-Shelf

CPU Central Processing Unit

DC Data Centre

DHCP Dynamic Host Configuration Poabol
FLIPS Flexible IP Services

FQDN Fully Qualified Domain Name
HOT HEAT orchestration template

IEEE Institute of Electrical and Electronics Engineering
P Internet Protocol

KPI Key Performance Indicator

LAG Link Aggregate Ports

LAN Local Area Netork

MAC Media Access Control
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MIMO Multiple-Input Multiple-Output
MPLS Multi-protocol Label Switching
NFV Network Functions Virtualization
NIC Network Interface Controller

QoE Quality of Experience

QR Quick Response

RAM Random Aocess Memory

RAN Radio AccesSetwork
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REST Representational State Transfer
SDN Software Defined Networking
SFC Service Function Chain
SR Service Router
SSH Secure Shell
SSID Service Set Identifier
TCAM Ternary ContenfAddressable Memory
TCP Transmssion ControProtocol
TOSCA Topology and Orchestration Specification for Cloud Applications
UE User Equipment
UoB University of Bristol
VLAN Virtual Local Area Network
VM Virtual Machine
VNF Virtual Network Function
vSwitch Virtual Switch
VXLAN Virtual Extensite LAN
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With FLAME now being deployed in 4 locations (Bristol, Barcefongs Collegeondon(KCL)Sicily
(Buseto Palizzo)pit has been proven that FLAME can be replicatesl variety of differentdcations

Each of the current deployments can be considered unique in many different aspects, such as the
infrastructure (compute, radio access, networking, etc.), type and extension of public spaces covered
and the number andales of the personnel partigating in the project, to name a fevithe four
locations have one thing in common: they satisfy a set of requirements that need to be fulfilled
wherever FLAME is to be operated. In Section 2 of this deliverable tegsiremerts are clearly
stated the necessary software, hardware and infrastructure elements are determined. Further, based
on the experience gained from the replicators, deployment guidelines are provided and the existing
configurations are presented. Moreover,tope with the heterogeneitpf each replicator, the FLAME
project has developed not only a series of guidelines and best practices for replicators that should be
followed, but it also has produced a series of tools and workflows that allow to test teidoal parts

of new replic#or sites

To deploy the FLAME platform in a city, a specific workflow has to be followed and specific tools are
to be used. Section 3 introduces the deployment workflow and the ARDENT tool that can be used to
test the readiness of an infrastructure, a tomhich hasbeen consistently evolving and improving
during the project.

During the planning, the validation, and the operation of the infrastructures that host FItAME
replicators have encountered sitspecific challenges that requiredha develogment of specific
solutions. Section 4 exposes these insights and lessons learned from the two initial deployments, as it
is likely that similar challengegould have to be addressed in other replicator sites.

Whereas Sections 2 to 4 focus on how FLAME can deessiully repligted, Section 5 deals with
another very important aspect which has been key for the successful execution of the open call
experiments: FLAME has developed a series of tools and environments in which experimenters will
develop, test and imve their servies before actually going to a replicator site and running a trial.
The established workflow to be followed by an experimenter helps to improve the design of their
experimens and allows to detect flaws in said experiment long before actaistreet trials are
performed, which reduces the work overhead both for experimenters, platform providers and
infrastructure operators.

Finally, in Section 6 this document reports on the replicator progress of the 4 cities in which FLAME is
deployed or$ to be deployediollowed by the conclusions.
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This section presents the requirements for deploying FLAME in an infrastructure and provide
guidelines and suggestions for any new replicator. The methods and tools peslelaring the project

to validate an infrastructure and to set up a FLAME platform are described, as well as how the FLAME
requirements have been met in the in the replicasitesat Bristol and Barcelondinally, this section
describes how to validatthe operational readiness of a replicator site.

21 a! Lwov | Lwo@agbwoa{[ L/ ! ¢ hw{

There are a series of requirements that need to be fulfilled by replicators that want toydeplaME
in their infrastructure. This section details these requirements thatlmaboth software and hardware
requirements.

2.1.1 SDNSwitching Rbric

The switching fabric among compute nodes musSlodtware Defined Networking (SD{DpenFlow

1.3 and abovegnabled allowing the FLAME platform to insert the pha#tsed forwarding rules vith
enables the service routing features described in WP3 architecture delivefehldMED3.10, FLAME
D3.11. The switching capability can be realised as a pure softwarerswiting the Open vSwitth
implementation running ortommercial offthe-shelf (@ TShardware with any modern Lintbased
operating system installed. Alternatively, there are several vendors offeringeBBiNed hardware
switches with both physical and dpal ports. Across the sites that have the FLAME platform deployed
the three swich vendors are in use:

- Pica8 (production discontinued)
- EdgeCore
- Corsa

Across all three vendors PicOS has been used as the operating system which idoadddu®S that
implements Open vSwitch but translates the switching instructions into the s@itdlernal hardware
(Ternary ConterAddressable MemoryT(CAN)) table.

As for the softwardbased SDN solution, it has been tested on nodes with aet@ork interface
controller (NIC)which did not show any performance impact as long as it can be guaratite€pen
vSwitchbased kernel (or VM that hosts the switch) has a single CPU for itself. Tests on an APU2
embedded node (AMD quacbre at 1GHz) demonstrated performance degramlag when running

Open vSwitch

The hardware switch has the benefit of guaradespeeds above 1G (if a 10 or 100G switch was
purchased) and the ability to include optical links. However, it must be noted that across all
deployments (except Pica8) the hardre switches were configured in hybrid mode allowing standard
L2/2.5 switchindMPLS/VLAN/VXLANAQ-Q) as well as SB&habled switching. This however lowers

1 https://www.openvswitch.org

Pagellof 74
Co-funded by the Horizon 2020 -
© Copyrighi2CATand other members of the FLAME Consorti2@i9-2020 Framework Programme of the European Union


https://www.openvswitch.org/

D5.8: FLAME Replication Process \Rublic

the already size&onstraired TCAM table of the switch which holds the rules. And while the-patied

rules grow with a constant factor of 2 for each port added to the FLAEH vSwitchbridge for a
software switch, TCAMs have been designed for IP traffic and acts on longest prefixeshacty
results in an exponential grow of rules for hardware switches. This results in a physical limitation of
how many ports can be added #éohardware switch for the FLAME platform.

2.1.2 Compute nodes

While the FLAME software runs on any COTS hardwareuppbgs Linux some cornerstones can be
outlined deciding on the best hardware configuration when acquiring new equipment. For the service
routing implementation (FLIPS) the CPU and RAM speed is the key for a performant platform that runs
at (1Gbps) linepeed. As FLIPS processes packets in user space the CPU frequency (base, not turbo) is
more important than its cache size. A CPU above 3bles EIPS0 operate well Even though
hyperthreading does take a hit on the overall CPU performance FLIPS masuoeessfully run on
compute nodes with hyperthreading enabled.

l'Yy20KSNI AYLRNIFYyG FaLlsSoad Aa (2 SyiasasSsortiok@UO2 Y Lidzi
load-balancing middldayer which allows an overrovisioning of the CPU threads without agle

processing allocating a CPU for itself for most of the time. All FLIPS components have been configured

as realtime processes inside tHepenStack virtual machine to ensure they get a fair share of the CPU.

When an aforementioned middleware has beestalled processes configured in sualway are hit

significantly by a poor performance.

Apart from that, it is also important to clese compute hardware that allows oubf-band control
management, often referred to dights-out management This technolgy allows a system operator

to access the devices remotely, even if the machine is not switched olit & ifnresponsive viash

Many conpute nodes support such features naturally (e.g. the Barcelona nodes supporting the IPMI
protocol) and those that dnot can be upgraded later on with additional hardware that implements
this feature.

2.1.3 Wi-Fi

The radio equipment plays a fundamental rold-I)AME, as it is the entry point for users to connect to
the media services running in the FLAME platform. Thegemany radio solutions, not only in terms
of different technology (e.g. Wki at 2.4 GHz, at 5 GHz or even 60 GHz millimetre wave linka)sbut
in types of solutions that can be either commercial or custom.

Theradio access network (RABYIution deployed in Barcelorfzas beendesigned from scratcfor
FLAME. From the beginning, the goal was to assemble hardware with the necessary cagmattities
performance to serve the FLAME project. This resuitethe constrietion of a noacommercial,
custom WiFi node that includes not only hardware elements carefully chosen by i2CAT, but also a
specially configuredoftware stack.The price okach of he Wi-Fi nodes amounts to approximately
Mann €3 Ay Ot dzR WA intérf&c8s, thel-casiyig (iha indEeE battery module, alarm
module,power over Ethernetetc.) and the antennas plus all necessary cables.

The specifications of the Wi nodes ee given in D5.JFLAMEDS5.1] Here we would like to highlight
severakey points that are relevant for the replication process. The nodes are equipped willkBie
802.11ac compatible \ARi card that supports 2X@ultiple-Input Multiple-Output MIMO). Ths allows

for theoretical throughputs of around 700 Mbps, however, iagtice we measured throughputs of up

to 250 Mbps vhen using 80 MHz channels. For the FLAME deployment, however, we eventually chose
40 MHz channels, as the unlicensed band in the lowe&BHz band is quite crowded and from
experience Wi-Fi operating in 80MHz channels can suffer severe performance issues under such
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conditions. Furtherthe transmission power is always configured to the lower limit (O dBm), unless the
experimenters needadditional transmission range for their experimentdote that the phyial
configurationof the WiFi nodes is done manually and is adapted for each experiment: experimenters
can submit their desired configuratidn the WiFi team, which wilkheck whetler that configuration
canbe accordinglyadapted

Each node is runninfyee software, based otbuntu 14.04and supporing all software packages
necessary to integrate with FLAME. The key software components are:

I Hostapd: used to manage the \Wi accessaints (APS)
1 Support for VLANs (kernel module)

1 Open vSwitchused to hok up the WiFiAPso the FLAME VLANSs and allow for traffic steering
with FLIPS

The operation and maintenance of these nodes is completely managed by i2CAT. In case of an
incidence i.e. a WiFi node stops respondinthe first step is to perfornremote oftware checksas

long asthe node can be reached. If not, in the second step the alarm module integrated in the casing
of the WiFi nodes is used to force a hardware reset of theFWiode. If after this reset the node is

not yet reachable, the next stejs to notify the city council that an intervention on the street is
necessary: after a check of the power supply and the network connections (fibre) it is determined
whether a crane isecessary to access the \Winode or whethean issue can be resolved-ground,

e.g. exchanging a cable.

University of Bristo{UoB)has deployed6 Ruckus T710 Wi APs in the Millennium Square.€eTh
transport and radio parameters araanaged manuallysingthe remote Ruckus Software controller
Thehighestmeasured throghput has been 11B1bps on the 4MHz bandwidthAs the neighbouring
cafes and restaurants also transmit their oiervice Set IdentifierSSIDson all channels, the FLAME
throughput dffers across this area. A heatmap is being prepared using a-naae software tool, to
identify the most optimum locations and tracks for FLAME experimentafioa.towers transmit their
unique FLAMEX, where x= 1to 6 ¢ as well as a commo®w C[ ! a 9 Repdnding 6n the use case,
the experimenter can ask f@ certain number of SSIDs certain channelsand request others to be
switched off.In most case§LAME has beesarriedon 5 GHz frequency, although 2.6Hz has also
been usedo optimise perfornance ofa use caseEachAP isconfigured on the controllevial2 to a
flame compute nodeTherefore each FLAME edge service is identified by a VLARoidtestimg
purposesthe VLAN can beutedto other APs, e.g. a test AP in the University testlids: APs receive
their IP address vialdynamic Host Configuration Protocol (DHE&er that stores themedia access
control MAQ address

To minimise interruption othis WiFiservice, the univeity of Bristolhas also bought a maintenance
servicecontract, that allows realime communication with technical support in the event of an issue.

The infrastructure in Buseto Palizzalans together with the commercidFWAIinfrastructure from
Level7 It must be noted that Level7 is upgrading many of theent links with dark fiber and therefore
more channels will be availabler the FLAME experimenthat will benefit from lower inteference
issues TheWi-Fiinfrastructure is implemented in outdoor and indoor sites and it is based on Mikrotik
devices lpoth indoor and outdoor) providing coverage across multiple locations. For the indoor
locationsthe Mikrotik RB4011iGS+RNKas been us# providing access tboth 24 GHz and 5GH
frequencies while for the outdoor devices onlyGbiz frequencies are availeb(Mikrotik RB921GS
5HPacD, SHZEEBO02.11ac duathain). The devices are advertising a flame specific SSID that is open
to experimenters.
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It also must be noted that other devices are working on the same unlicensed frequefiesiuce
possible inteference 20 MHz channelsare usedoutdoors, and40 MHz or 80MHz can be used
indoors). In case a specific experimentneéd & Of S| y SilN&spe€ife @& NIevalBcan support
this requestby providing a different positioning or a narrower antenfeg. 30 degrees) in order to
get better SNR.

YAy3AQa [/ 2f t D@dSdedarinfeoRENseUY WHergfour CISCO Aenet 3600 SerieRVi-

Fi access pointre deployedn a floor closet@ma (G dzZRSy G &4 Q | NBF FyR I f SO0 dzNB
within the range of each other mainly to demonstrate the effects of handoMee. APs broadcast SSIDs

with an identifier of the oom/office next to it, i.e. flame-{location}. Note that there is no DHCP

enabledin OpenStackor IP endpoints other than VNEsd the clients must set their own static IP or

the VNF provided to supply IP to cliendgyain,in most of the cases the APs are operatdd GHz

however 2.4GHz can also be used by configuring the controller provided by CISCO.

2.1.4 OpenStack

Across all sits OpenStack is being used to deploy the FLAME platform into the infrastructure in a
programmableand automated fashion. OpenStack Ocata has been used in Barcelona and Bristol with
hSy{dF01 tA1S AyaidlffSR Fd YA ybplicato®.fTie$eAsdn [ 2 Y R 2
of using OpenStack over Open Source MANO or other private clouibeslguch as Kubernetes or
Docker Swarm is the wide adoption of OpenStack as therl€fgdrks function virtualization (NFV)
implementation for telecommunic&n providers. Also, FLAME demands to specify whacavirtual
network function (VNFis deploed, as the entire routing of packets is lifted up to the platform and

not done in OpenStack. And that is where OSM failed. The other mentioned solutionsaabaowere
targeted at deploying OpenStack itself in an automated manner and do not offer thhkilftgxand
features require by the FLAME platform to be deployed, as they are cloud solutions focusing on vertical
scaling of service instances.

As for the corpute resource requirements for OpenStack to operate in a production environment, the
following teble summarises what should be required for OpenStack to operate smoothly.

Tablel: OpenStack compute requiremehts

Node Type  CPU Threasl(vCPUs RAM [GB] Disk [GB]

Controller 8 8 60, HDD
Compute Node 1 1

In aproduction environment it is also recommended to have a dedicated storage host for images. Also,
equipping more than one NIC per compute node allows to improve the flexihilifyeating networks
of various types to support the needs of multiple tenants.

2Taken fromhttps://docs.openstack.org/openstae&nsible/latest/user/test/example.html
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The choice ofan adequate locatiorfor a FLAME deploymentis crucial not only to assure the
requirements of FLAME can be met, but also to ma&erthe impact the FLAME services can have later
on during operation for the userand to avoid complications when executing trials. General concepts
suchas whether FLAME is deployed indoors or outdoors or whether there are dedicated and suited
spaces tohost compute and radio equipmenshould be taken into accounivhen planning a
deployment. This section givédse guidelinesfor choosing FLAME deploymdatationsand lists what
should be checked beforehand.

2.2.1 Network and deployment planningn the publicspace

The definition of the network topology and thaeployment of both the compute and networking
nodes in the street also require careful planning beforehand.

The topology of the networlks, among other considerations, closely relatedhtav the experinenter

is expected to access th&Psin the street: e.g a centralised access following a backhaul approach
compared to a or daisghain approach. Whereas a centralised topology forces clients to access the
network from a specifidPand also the traversaif packets through the network in a very specific

mary SNJ dzy G Af GKSaS NBFOK (GKS OFLoAySiQa ySie2N] Ay3
connecting from every\Pand minimises the pathand timetaken by the packets tgetfrom the AP

to the cabinet or edge node.

As perthe planning of the deplyment of the nodes to be placed in the street, salaonsiderations

are to be taken into account. For one, the-Rlisignal attenuation is impacted by many factors: from
the expected or usual elemenin the street (like trees or the climate conditiofike raing the latter

being covered later) as well as the type of buildings, its materials, the shape of the street and many
more. Legal and municipality restrictions have to be taken into accoumekgrior to the deployment.

Regarding the deploymemif the nodesand the links interconnecting the street nodes to that in the
data centre the maintenance workn any of them have to be considerdduring the initial definition
stage there should be di@ed a procedure to cope with physical failures irdas deployed in the
street and how to address them. This magquire collaboration between the infrastructure
maintainers, the municipality office for the esite services, the external contractors thabve to the
street to fix the issue and argther actor that may be needed (for instance to block traffic or secure
some area during the maintenance window, gt@Besides the workflow, a separate budget must be
kept to finance the works.

2.2.2 (onsiderationson external factors

When deploying compute n@&s or networking equipment catreet, i.e. in street furniture such as
lamp posts or cabinets, it is necessary to assure the chosen hardware is resilient to the climatic
conditions of the location. High temperakes during summer, high humidity, large teempture
changes from night to day, as well as rain are some of the conditions that need to be considered. To
give an example, in Barcelona, the-stneet compute node deployed in a cabinet was exposed to high
temperatures in summer: around mighy the ingile of the cabinet could reach above 60°C, which is
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not a critical limit at which the hardware stops workindgput where it can negatively impact the
lifespan of the hardware. Solutions to the temperature issae lobeany or a combination of

1 Picking compw nodes of industrial standard that often have a l@giesilience to high
temperatures

1 Installing a cooling system in the cabinet

1 Limit operation of hardware inside a cabinet during heatwaves, i.e. turningngfhardware
that is not critical for the opeation.

Other weather conditions can also easily impact the operability or lifespan of the hardware: the
cabinets need to be rainproof and harsh temperature changes should be avoided to prevent
condensation effets. As such, it can be critical to make aowxate plan when choosing the location

for the compute nodes (and any other -@treet equipment).

2.2.3 Indoor vs outdoor deployments

In the FLAME deployments, and following any other 5G deployment, there are tigoedtifated
zones: the core (data centre, iodr) and the edgeAPsand cabinet, outdoor). These deployments are
interconnected via a highpeed connection (e.g., fibre).

The maintenance of the edge and the links interconnecting the edge with the copadref the edge
deployment and covered in &hpoints above. On the other hand, the maintenance of the computing
and networking nodes in the core are planned separately, with no interruption of the public space and
considerably less cost associated.

For eperimentation, n spite of FLAME trialgienemlly beingconducted in the open air, sometimes
there can be theneed to extend the network to an indoor region, edgie tobad weather or events
of interest happening indoors. Therefqis done irBristol the network canbe extended to & indoor
environmentthat is connected to the FLAME infrastructure. In Bristol, this corresporttie tauilding
next to the Squarevell known asWethe Curious(WTCmuseum In such a setug;LAME SSIDs can
therefore be avdable indoors, usingedicatedWi-Fi AR. In Bristol, thereare even other dedicated,
smallerindoor spacesvhere FLAME can lemabledfor specific trials, as it is done in the Bristt lab,
andthe Watershed building.

23 bCw! { ¢w!//htb'OLD! w! ¢ Lhb

FLAMEs quite flexible when it comes tthe dimensioning and layout of the infrastructsi@ which it

can be deployed. It ia scalable solution thais not restricted to operating on top of apecific
infrastructurein terms ofhierarchy(e.g. number and lays of main DCs or edge nodes)hardware
architecture. In order to deploy FLAME in an infrastructure, there need to be certain key enablers
available though, such as tlvapability of the infrastructure to createsdice for FLAME and to assign

3 Thecompute hardware tolerates up to 780°C at most. Different hardware may have other limits.

4 https://www.wethecurious.org/
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this slicecompute, networkingand radio resurces. h this subsectiomve give an overview of hothe
differentinfrastructures (citiesgre configured to support FLAME.

2.3.1 Bristol Configuration

In Bristol, the Millennium Square is a public space of about 50 x Sresqueters within Bristol city

centre, and a popular visiting place for children and adults. It is also home to several important public
SoSyidaz YIFI{Ay3a AlG | adNRry3a OFYyRARIFIGS Fa GKS CJ
towers to circulate ai in the underneath parking, but s perfect spots to validate wireless
technologies. Six antennas tilted towards the square have been set up. Considering wave reflection
and interference, not all areas on the square receive the same signal strength.

UoB hasdeployedthe FLAME infrastructurat severalseparateentities (Figurel):
1. The data centre resides in thiéoBSmart Internet.ab.

2. TheGompute Nodes andhe OpenStackontrolleris placed athe WTCserver roomattached
to the Millennium $juare

3. SixWi-FiAPsare on thetop of ventilationtowers in the Millennium Square, the main venue
for events and trials

4. Asasecondtrial environmentfor trials, two Wi-Fi APsare installed onthe rooftop of the M
Shed museum, radiating atpedestrian pathwayfor backuptestingpurposes.

5. As athird trial environment,Wi-Fi access netwosdare deployedinside the WTC network for
indoor testing purposes.

~ U- Smart Internet Lab (UoB)
S- Millennium Square
C- We the Curious
V-VR Lab
W- Watershed
- M-M-shed

UoB Network

Figurel: Fibre links deployed in UoB.

The Edgecore switchesnnect all the compute nodes from each site, UoB lab and Millennium Square.
UoB has separated the control planedadata plane from its infrastructure, which means there are
two 10 Gbps links, respectively, isolating the control and data planes. Thks@iovide connectivity
between the UoB Lab and Millennium Square. While the access to the data centre and \&TrGsav
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is straightforward, to go through the Wi APs cherry pickers are needed upon the towers due to the
height and the according safepyocedures. Below, we list additional information about each element
inside the UoB deployment:

T L2/SDN switches: Bdcore running PicOS

0 Two Edgecore as4610_54p and as5712_dwlikches working as normal switch with
VLAN, trunk and STP capabilities enabled

0 Two Edgecore as4610_54p and as5712_54x switches working as an SDN switch with
OpenFlow 1.3 capabilities and IPv®é&lar CAM supporting enabled.

1 Seven compute nodes, one OpenStack Controller: Dell PowerEdge R430, 20 CPU cores, 32 GB
RAM, 1 TB of disk.

1 Ten W-Fi APs with 2.4 GHz and 5 GHz frequencies and fast handover IEEE 802.11r capabilities
enabled: T710 outdoors; R@2ndoor.

Figure 2 shows the components and the connectivity for the OpenStacksselfice network
installaion and one untagged (flat) provider network. In this partér case, the instance resides on

the same compute node as the DHCP agent for the network. If the DHCP agent resides on another
compute node, the latter only contains a DHCP namespace and witrtaon the OpenvSwitch
integration bridgeUoB fibre network.
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Figure2: Bristol FLAME topology

The network was desigd according to the requirements of the FLAME platfdomprovide all
necessarynternal networks andhe user data plane.

Further, to assure high throughput and short delays in the user experience, fibre connectivity between
the radio equipment and the compute nodes is recommended. IfUbBsetup, each MEEPIs fibred

to an indivdual compute node, witeas in Barcelona each lamp post connects to the same edge
compute over dedicated fibre. This ensures FLAME components can be stored right at the edge for
optimum performance, and shortest delay.

2.3.1.1 OpenStaclkConfiguration

OpenStack Gata 3.8.1 has been deployed across the computeles data centre and the controller.
It has been configured with thiellowing settings:

1 OpenStaclkervicesareinstalled

o KeystoneGlance Neutron Horizon Novaand HEAT

1 All the compute nodes provide 5 wired interfaces: one management interfacéoand
providers interface. As a bridgingorfiguration, UoBhas usedhe standard Linux Bridgéool
(/etc/neutron/plugins/mi2/linuxbridge_agent.iji

Pagel9of 74
Co-funded by the Horizon 2020 -
© Copyrighi2CATand other members of the FLAME Consorti2@i9-2020 Framework Programme of the European Union


https://docs.openstack.org/keystone/pike/install/
https://docs.openstack.org/glance/pike/install/
https://docs.openstack.org/neutron/pike/install/
https://docs.openstack.org/horizon/pike/install/
https://docs.openstack.org/nova/pike/install/
https://docs.openstack.org/heat/pike/install/

o , g
D5.8: FLAME Replication Process| \Rublic pg

FL
1 All theprovider networks have been mappedwored interfaces agollows.
o Providerl->eno2
o Provider2->eno3
o Provider3->eno4
o Provider4->enp4s0b

71 As arequirement for the FLAM platform,the OpenStack Installation has been maatifio
support different MAC and IP addressming from the VMsThe following configurationis
necessary aoflows

o NetworkPort Scurity= False

2.3.1.2 EdgeCor&witch Configuration

The FLAME platform operst on SDNwitches across the networlt the UoB networkthe Edgecore
switches have been chosen to handiaffic usingnormal as well as OpenFlowapabilities To
accomplish the FLAM#atform requirements, several crucial settings have beerosethe Edgeore

1. Predefine a range of VLAN available to be usgdontrol planenetworks
2. Provice OpenFlow 1.3 with IPv6 full capabiliti¢BveLabel)
3. Increase thesizeof the TCAM memory availabte be usedstrictly by theOpenFlow rules

TheFLAME pitform is a distributechetwork, one the depbyable computing resources can be placed
either inthe edgeor the core.In the OpenStack controlleFLAMEhetworksalong withVLANs and
interfacesare set up according to speciftLAME requirementsThe HEATtemplate creates le
hierarchical topology, wherthe service router¢SRsand the clusters as part of the edge computing.
There is aswitch between onecompute node and one towethat is providing the WFi accessThe
HPN Bb data centre also ha&Sksand Clustrs, but additionally it has been used to place the CLMC,
SFEMC, PS and PCE compon(gletsilsin the replication progress, Sectiér?.2).

2.3.1.3 TheFloodlightController

The Floodlight controller managing the SDN fabric has beeuapsim theFLAME OpenStack controller
In the figure below thecontroller has created a topology of the SEd¥ric, and the SDN switches
running onEdgecore switches.
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Figure3: Bristol SDN topology

The topologyiew accessile from Floodlights avery usefutool to monitor the SDN fabric and locate
possible broken link$igure3 depicts the SDN topology when the FLAME platform is fully operational
in the UoB infrastructure

2.3.2 BarcelonaConfiguration

The Barcelona FLAME deployment can be divided into two main sites, one offering an edge compute
node as well as RAN capacities and one data centre (main DC) site. The two sites contain the servers
forming the cluster and the switclkanterconnecting thenmside the data centre or across the city. In
Barcelona there is one cabinet (edge) with the fog server and a rantkone data centr§main DC)

with a cluster of three servers and, connecting both, dark fibre deployed througheuiity to connect

both sites. The WFi nodes deployed at the edge connect to the edge cabinet over fibre.

The compute nodes and Wi devices are connected over a L2 network operating on top of fibre and
copper, using a range of VLANSs in a VLAN trurtkdh@nfigured in theswitches controlled by i2CAT
and placed across cabinets and i2CAT data centre, as well as the edgenfkigsthe servers (and
thus any virtual instance inside thera) layer 2 disregarding the physical location (cabinet or data
centre) and allows trific towards or from the UEs to reach services running in the edge or main DC.

The slice configuration in which FLAME would operate was elaborated as a common effort between
i2CAT andinterdigital first identifying allplatform and infrastructure elemens that would be
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deployed, followed by a planning of the VLANS to enable aforementioned L2 network connieetieg
elements As an update from theonfigurationshowedin previous deliverables, the final logical design
of the FLAME topologgssigns dedicat clusters to each \ARki node and also inggates emulated
user equipment (see Sectidh3.2for details).

The resulting VLAN assignment for Barcelona is depictEgjure4, with assignmentseaching from

the WiFi nodes Gatework$, over tre Cabinet server, to the main DOniegd. It is noteworthy
highlighting that in Barcelona an additional degree of complexity was introduced, as there is only a
single edge server, butith the help of adequee VLAN assignment, each of the lamp posts was
logically connected to a dedicated cluster each. This required an additional engineering effort that
allows platform users to instantiate localized services for each lamp post. Further, for #hieANE a
cugom solution is used. The single board computsrgipped with WiFi interfaces running on Ubuntu
14.04(Gateworks) have been designed from a hardware and software point of view to fully integrate
with the FLAME deployment. The key element to enable th&MAPS to integrate is the use of virtual
switches (OpervSwitch) to extend the SDN fabric from the wired infrastructure to the lamp posts and
thus the WiFiAPs

Please note that to each VLAN displayedFigure4 the valie 6150 needs to be added to get the
actual VLANSs used in the Barcelona deploynferg., in SR for Gateworks 0, the first three links
access, data and SDNNBE aSid (3 RamMTHE TAaMKAOK AKATFTUSR G2
AGMpmMné T  oamvppm MEEsuidh,yfdR the connectivity to the lamp pasts connect the data
clusters elementand to enable the user data to traverse the infrastructure, OpenStack communicates
with the networking by defining N (where N is the numbeA®3 access netwidxs and N+2 of data
networks, each of them related to a VLAN:

T Access networks: management addresses to reach platform nodes. VLAN: 1510, 1520, 1530,

1540
1 Data networks: data plane faatform nodes. VLANs: 1511, 1521, 1531, 1541, 1551, 1600

T SDN controlwhere platform SRs are interconnected. VLAN: 1570

Page22of 74
Co-funded by the Horizon 2020 n
© Copyrighi2CATand other members of the FLAME Consorti2@i9-2020 Framework Programme of the European Union

i K



D5.8: FLAME Replication Process| v2ublic FL”
flame-sia ﬁhnaoo \
\ ( \ ( flame-mgmt (2th0.200 Main DC
(" Gateworks 0 " (" Gateworks 1 Gateworks 2 Gateworks 3 ) O\ (Omega)
ame-wan
eth0.70 @ eth0.100 eth0.70@  eth0.100 eth0.70@)  eth0.100 @ eth0.70 @  eth0.100 €th0.450 OpenStack ]
osl &2ho.a00
2 2 2 2 052 o
eth0.100
E flame-data
1 ! , ! ! other
bridge L bridge bridge l bridge elements
1 2 1 2 1 2 1 : O
A eth0.11 A @ ctho A @ eth0.41
VaP  eth0.30 eth0.31 VaP  eth0.10 VaP  eth0.20 Vap  etho.40 eth0.70
e Pt ho tho \
\ eth0 / \ eth0 j \ et j € )
etho Public access
Cabinet

FRDM/TD Mgmt @=t0200 @ eth0.250 © eth0.450 © eth0.400 @ ethozoo . Ca0inet Edge Server

[ N

snz saa sR ; g m .

VM 1 VM 2 VM 3 VM 4 i [ e | wi Clusters Omega
w0 11} 70 w] 2 30 [ 31 70 40 70 DR R 7 X [..:,_..,"

FROM,’TD ovs-1 Ostack Neutron

FROM/TO OVS-1
FROM/TO GW-1 FROM/TO EMS

eth0 @

Figure4: FinalVLAN configuration for the Barcelona infrastructure

The virtualization stack that takes care of the VLAN configuratidhe edge and computelements

is providel by OpenStack Ocata. Ireticase of Barcelonahere are as many availability zones (AZ) as
locations onefor the core, with themain DC computaodes {2CATOmega Buildingdnd the one at
the edge collocated with the RAN equipmentheHEATemplates sed during the deployment of the
platform select the proper AZ to instantiate each noBgure5 shows the different areas (core to the

left, edge to the right) and how these are connected across thetluiugh a hierarbical setup of
switches and routers

The FLAME platform is deployed in one of the com@itiny 2 RS& 2F GKS hLISy{ Gl O
is reserved and inside iHEATtemplates are used to instantiate it via some appropriate scripts. The
platform itself pre-allocates resources from the system (CPUs, virtual memory, disk) so that the
experimener can deploy an SFC through the portal provided by the platform.
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Figureb: Network topology and availability zones for the computingtelus

As per the WFi nodes in Barcelona, a proprietary solution is used; where RAN connectivity is provided
by running hostapd on top of the physical-Wiinterfaces. To integrate these VWi nodes with the
FLAME platformQpen vSwitch bridgesre used ¢ attach the nodes to the required access, data and

SDN control networkszigure6 depicts the solution applied for GateworRswhich can be applied to
any of the WiFi noces.

/ Gateworks \

eth0.70 @ eth0.100 @

Ovs-1

A O O

vap0 eth0.30 otho.31

\ i—. eth0 /

Figure6: Schemat: of theOpen vSwitcland VLAN configuration of a Barcelona®/node.

A dedicated bstapdprocessmanages the interface nameapQ a virtual AP that is generated on top

of the physical WFitransceiver, which is configured to operate in the lower 5 G&id with a 40 MHz
bandwidth (EEBO02.11ac)In Barcelona 4 nodes are deployed and 2 configurations in the lower 5 GHz
band are possible at 40 MHz: using channel 36 as base or chan&t 4&h, we chose to assign
channel 36 to Gateworks 0 and 2, arfthonel 44 to Gateworks 1 andt@ reduce the interference
between neighbaring lamp posts

On each Gateworkshé Open vSwitctbridge namedoridge connectsthe virtual APs withhie access
network. In the example on the left, this corresponds to attachiagOand VLAN 1530 (via eth0.30)
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and acts as a seléarning bridge. This allows the exchange of packets between users attached to the
AP and the SR element that is attached to the 1530 ndtvamid is located in the edge cabinet. There
the traffic switcles from the IP domain into the FLIPs domain and is Isack to the WAFi node. For

that, the second VLAN interface on the node is attached to eth0.31, that leads to the VLAN 1510 data
network in the FLIPs domain. The responsifilpen vSwitchbridge for handling this traffic and
forwarding to the right destination is managed by a Floodlight controller instance (sitting on VLAN
1570, control via eth0.70TheOpen vSwitcloridgeis completely manged by the Floodlight instance

and rules are provided by theath compute element as part of the FLAME platfofromthe VLAN

1600 (corresponding to eth0.1QGhe traffic can then reach the rest of the infrastructure, e.g. othe
Gateworksnodes, as welhs the clusters at the edge or the main ,D@here the FLAME Bdces are
running

s00:00:c2: 18178

N

s00:00:26:b0: T

s00:00:Bar 2o 40:5F 1d:44
SO0:00:f2-8f Ba:ef 2642

s00:00:d5:20:0c:8f:2d:42
Figure7: BarcelonaSDN topology as seen by the Floodlight SDN controller

The resulting connectivity map of SDN switches and erendpointsduring a full platform
deploymentin Barcelona is presented Figure7. This view corresponds to the topology as seen by
the SDNcontrollerduring an experiment.

2.3.3 Busseto Palizzolo Configuration

The deploymenin Sicilyhas a main site in Buseto Palizz@aural and islated community) as well as
a secondary node in Level7 main offices in Palermo. The node in Palermo has been made available only

51a y20SR 0ST2NBI ampnné yYSSRa (2 dbintheRBUBIRLAN2Z (KS [ ! ba &aK2z
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for testing purposes and to speed up the implementatadrexperimenterson Level7 infrastructure
while the eal and main infxstructurethat will host experiments from third partigslocatedin Buseto
Palizzolowith indoor and outdoor installations.

It also must be noted that the node in Palermo has been planned and implemented in order to provide
technicalavailability of he Level7 FLAME infrastructure in case that i) the infrastructure in Buseto
Palizzolo is not accessible or ii) the experimenter wants a technical test with real devices done by Level7
personnel before going to the real infrastructure witkperimenters. lalso permits technical tests by
Level7 personnel without going to the Buseto Palizzolo site (aroumslrélguired for the commutéo

the site from Level7 offices).

The implementation of the Opé&ack main infrastructure has been doneliavel7 offices iPalermo

with 3 dedicated servers. These servers are connected to Buseto Palizzolo Wibpslihk with50ms
round-trip time due to the fact that Palermo and Buseto Palizzolo are connected via a geographical
link. This makeshe edge cenputing scenariomore realisticand relevant where the servers
implementing the edge computing Buseto Palizzolo must provide services locally without accessing
ceentralOf 2 dzR NB &2 dzNOS&¢ FTNRBY (GKS YIAYy 2FFAOS Ay tf

In the future the bandwidth ofthis link could B upgraded in order to provide a better connectivity
between the two sites. However, even if this link will be upgraded to higher bandvddthto the
network architecture the roundrip time between the two sites wilitill be around 4660ms.

2.3.3.1 OpenStackConfiguration

Level7 has implemente@penStack Ocatan 3 dedicatedserverswith the following configuration:
1 1 controller node
T 2 compute nodegcomputel and compute?)

The Openstack services thavebeen installed are:
1 Keystone, Glare, Cinder, Neutm Horizon, Nova, and HEAT

The Cinder service is actually running only on comjlutéth a dedicated storage dfO00GBbut it
can be easily installed on other nodes well as expandedf needed.

Description vCPUW RAM Storage

Controlles N.A. (.6) N.A (71GB N.A. (1.8TB)

Computel 16 141GB 930GB (Cinder) + 8B
(Glance)

Compute2 16 141GB 7200 GB (Glance)

6 The resources are not available to FLAME but are used by Openstack for the contradier
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2.3.3.2 TheFloodlightController

The Floodlight controller managing the SBWNitcheshas beeninstalled, as a separate VMWare
machineon anothercluster outside the Openstack FLAME hardwarel it is controlling the SDN layer
of the Level7nstallationand communicating witlthe OVSwitchinstances

2.3.3.3 Node configuration in Palermo (Level7 Offices)

One FLAME node has been implemented in Paleimorder to speedugechnical testswith real

hardware or provide access to Level7 infrastructure, in Qasspecific node of BusePalizzolo cannot
beaccessedadAy 2NRSNJ (2 GSad 2y NBFf KFENRgFNB Ay adKS
PalizzoloObviously, the tests on this node must be orchestrated together with Level7 personnel who

can provide support fromremote dzi A G Ol yy2i KIFI @S (GKS alyYS aaz2OAl
can be obtained in Buseto Palizzolo due to the lagkalfexperimenters.

From the technical point of view, the node has the same hardware features that are present in many
nodes in thereal infrastructure, i.e. a server with many cores and an access point from Mikrotik (i.e.
RB4011iGS+Rith 2 GHz and 5GHz antennas, the same model is used in the indoor environments

in Buseto PalizzoloT.he compute server is part of the Openstack ittatn and it has 24CP, 32

GB RAM, 1.8Bof storage

TheWi-Fi ARs directlyphysicallyconnected to theserver Outof band control (i.e. direct access to the

RSOAOS0OL 2F (GKA& RSQOAOS Aa 200l AYySR ®RYNSOYidya2 W)
for the FLAME infrastructure, i.e. separate address space that is available only to Level7 and not to the
expaimenters.

2.3.3.4 Buseto Palizzolo Infrasucture Gonfiguration

The infrastructure in Buseto Palizzéddocated in a rural area that can be reached in 1h driving from
Palermo. The infrastructuress made of indoor and outdoanodes and it is located in publpaces
(school, square, museum, library, etm)order to make the experiments as much as effertas
possible with the help of the local community
Everynodeis composedf:

1 one compute resource (a dedicated server)

1 one switch that is used to mapehvVLANandto turn on/off the access devicgsia PoOE)

1 one or more access devices that aeployed indoos or outdoors.
The nodes are currently connected via a dedicated radio linksihaild be upgraded to dark fiber in
2020. One SDN OpenVSwitch (lshea x86 hardware 16 vCP, 16GB RAM, 45GB SSQOs located
Fd GKS OSYS tofoNgy,id #lthe nodes drd (df&vill be) connected to this node.

The current topology, of the nodes, is illustrated-igure 8.

Page27of 74
Co-funded by the Horizon 2020 n
© Copyrighi2CATand other members of the FLAME Consorti2@i9-2020 Framework Programme of the European Union



(PN

FL

D5.8: FLAME Replication Process \Rublic

Cultural Center

Cemetery

Municipality

Water silo

Main Data
Center

Local POP  —

Figure 8 - Buseto Palizzolo current topology

LG Ydzad 0SS y2GSR PRIFEBRSEKINS ARG ANVE SYRSRY GIK & |
available In the topology, it is intended that at the cemetery the SDN Open¢Bigiinstalledor SDN
features. Fothe computational nodes, most of the nodes are based on Dell hardware2@itP,

32GB RAM and 450GB SSD. For some nodes (e.g. Water siboremelrng) AMD based hardware has

been implemented (§CPUW, 16GB RAM, 485GBSSD).

2.3.4 London Configuration

Within KCL Strand campus, which is conveniently located at the heart of London,-BidR¢are in

the first floor of the building. The APs are demdycloser to a PhD open office, a small lecture hall,

staff area and onén the 5G lab (as shown iRigure9). The floor is mainly accessed by students and

staff memberoftheOS Yy 1 SNJ F2 NJ (1St SO2YYdzy A Ol { Caliggetesibei & I NDO K @
unique candidate to test an indoor sap of FIAME with applications especially meant for educational

media delivery. The other unique featuoéthe testbed is that there is an alreaégtablished linkia

the Slough exchange poitd UoB testbed through the 5G exchange located at slough.

STUDENTS AREA
Staff
Offices Lecture Hall
i Staff
Lifts i 5G LAB Meeting 5
room offices

Figure9: Location of Wi Access Points deployed at King's College L@tdamd Campus

KCL FLAME infrastructure sl A & ljdzA GS aAYAf I NJ élé@nenisk I & 2F | 2. Q
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F
1. FourWi-FAPs 2 OF SR i YAy3dQaCahmtt SIS [2yR2y X { NI
2. ¢KS RFEGFOSYGSNI Aa f20F (SR whkereih&g @mdutd2 6d&sNJ I NP dzy |

are located.
3. TheOpenstack controller is also located in the datacenter.

The coreswitch connects Wi Apsto the edge computes located at the datacentas depicted in
Figurel0. While two of the computes are standard hosts, the other tave setup as reatime hosts

in order to testspecificapplicationsthat require the reatime features.Independent KVM nodes are
also made avaible to test the performance of applications under different scenarios. The individual
components made available to deploy FLAME win KCL testbed are as follows:

1 An Edgecore AS461®4Trunning in Openflonmode is dedicated to the project. The switch
features 48x 1 Gbps portand two SFP+ ports.

1 Four compute nodes with identical hardware configuration. The server model is Dell R630 with
88 vCores, 126B RAM, IB storage, SFP+ and Gigabit NICs. The dempdes are managed
by OpenStack.

1 FourWi-FiAPsare CISCO Aeronet 3600 Series, configured with a VLAN and SSID slice dedicated
to FLAME.

1 The infrastructure carrying FLAME traffic also includes an Edgecore AB#®lthere the
CISCO APs are connectedEaigecore AS58124X which is the 4Gbit core switchof the 5G
GSaG0SR YR | /2NAI 5tumnn 6KAOK A& hLISyadl Of
the rest of the infrastructure.

89
@)

NAT/NPN

. Full control to FLAME
. No access to FLAME

Untagged VLAN 1
1Gbps

1Gbps

Core Switch

=
Tagged VLAN lm w

=l

(818

Floodlight Host

Tagged VLAN 10
40Gbps Lab Switch

Tagged VLAN 1
40Gbps

Standard FE Hosts

Openflow Switch

= Flat Provider g Flat Provider
. 1Gbps NN
Standard Core Host ~ 1GPPS 1Gbps

Tagged VLAN 10
10Gbps
- Ostk Provider

Low Latency FE Hosts

—nagged VAN e —

1Gbps

FigurelO: KCL Infrastructure seip

The networks were setup basemh the requirements of FLAME alongside the necessary internal
networks.

2.3.4.1 OpenStack Configuration

Openstack Pikes used to manage the compute nodes and has bamrfiguredwith full redundancy
for routing and DHCP services.
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Furthermore, the routing corduration is fully distributed which provides increased performance for
VMs attached to overlay networks since there is not a single router residing on the controlletonode
handle all the VM trafficThe controller node can store up to 1TB of VM imagéth tlie average size

of a VNF image being aroundGB. Images are inflated when they are launched and the user can
configure the running instances total storage, howeveis recommended to keep it below 16B to
avoid problems with block allocation dag instantiation

Block storage using Cinder is provided using LVM backend. This allows the user to more easily manage
VM images and create snapshots and backiipg othe services that are installed includes: Keystone,
HEAT, Glance, Neutron, NOVA andizdor.

Four host aggregate groups have been configured in Openstack to accommodate standard VM hosting,
reattime VM hosting, standard containers and riale containersEach host aggregate group defines

G K & LIS NI fréaiNEY Skéy R A NB O teAviBieseda VM ghouRl BeicRatad A

On the individuaphysical hostshe 10GbE interfaces assigned are as followsuded for Openstack

API, 2 used for provider network3 ¢ used for storage network, ¢ used for overlay netwdk.

2.3.4.2 SwitchesConfiguration
The FLAME traffic is carried through three switches to theFWAP (as shown FigurelQ) ¢

® The Lab switchHdgecore 461:84P) for connecting \Aki APs to the Datacenter switch.
Aggregate linlaelconnects to the Datacentre Coreigch at 40Gbps over 4x1GbpsLink
Aggregate Pds (LAQ at the correspondinge?interface.

(ii) The Core Switch (Edgecok&581254X which acts as the datacenter core swittiiLAN
10 added to aggregate links ae5 and a@hereae5 connects to the Opensta®rovider
network switch at 40Gbps over 4x1Gbps LAG. Aggremie link ae7 connects to the Lab
Switch where WFi APs are attached on the corresponding ael interface.

(i) The Provider SwitchCprsa DP21Q0which is a Openstack provider switch and is
configuied with passthrough mode. The bitrate per intedads guaranteed at 3.33bps
and the switch allows all VLANSs to pass from external networks.

24ht 9w! ¢ wlOb 5L b9{{

In order to validate whether an infrastructure is ready to host FLAME, some tests assaggcto
assure that all physical and logical elements are working corretflig section introduces these
procedures and describes how they have been applied talifierent replicators.

2.4.1 Slice Creation

The creation of the slice for the FLAME tenankiguired on various levels in the infrastructure such
as:

1 OpenStack: A FLAME project is required with one user. Furthermore, the segmentation
identifiers for externalprovider networks must be aligned with the VLAN configuration of
networks outside of Opestack
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1 SDN switching fabric: A dedicated bridge with (access) ports must be configured enabling the
logical topology envisaged.

1 Access networks: These networks all®ehdpoints to access the deployed platform and user
traffic must be carried to the corpt compute nodes where the platform can handle it. This
part of the slice probably requires VLANSs as well.

1 Radio access: If a wireless access is envisaged (e=gtheéiusage of virtuahPdss mandatory
to separate the FLAME slice from any other tenant.

The remainder of this section presents the approach of how the slice has been created in Barcelona
and Bristol and which tools and/or methodology they have been usirensure the organisation of
shared information across technologies.

2.4.1.1 Barcelona

The Barelona deploymentioes not relay on an SBdhabled networking fabric, but instead it uses a
GKé&oNRR R S8dniisgng of & ylisterTof computing nodes (where thAME platform runs)

distributed throughout the city and managed by OpenStack. These dingpuodes are connected to

each other via soméegacy,non-SDN switches and routers. To interconnect them, ¢hesterhas a

pool of VLANat its disposathat can bemanuallyassigned by the OpenStack operators to any newly

created networkduring the defoyment process and the integration with the FLAME platfoiithe

pool consists of the VLAN500to 2000, both included. Every packsgnt froman instance running in

the OpenStack clustewill be tagged appropriatelythat is, according to the VLAN defiheas
GasSaySyidrdAazy L5é& Ay SFEOK hLISy{dFO0]1 @ANIdza f ySis

As previously shown figureb, in the core zone such packets willleeeived by théell S3048witch;

whilst in the edge zone the packets with through the Cisco ASR920 rout&his means that both

network devices receive the tagd L2 frames from their closest compute nodes. To be able to receive

the frames, identify them from a specific source and maintain different networks throughout the
different zones, the network devices and equipment must be previously manually configuhed¢

GFr33SR Fff GKS [ ! b{ FTNRBY (GKS I @FAfFI06fS NIy3aS Ay
each interface has its VLAN(S) assigned as best deemede8#®it, other configurations and controls

are in place (for instance, the SpanningelRrotocol is enabled in the switches so as to avoid loops).

Ly GKA& gl es &ODSRAEERISHIIES Vet d ¥By OGNI ¢ ySig2N] a
nodesin a transparent manner.

2.4.1.2 Bristol

The UoB deployment utilizes SDBnable networking fabric and virtual switches, in a "hybrid
deployment.” The environment provides a cluster of seven compute nodes managed by OpenStack
and distributedacrossthe city as showm in Section2.3.1 Six compute nodes are placed around the
MillenniumSquare and serving each tower. Each tower has the LTE aRdc@fiabilities enabled. One
compute node is placed at thdoBHPN lab The cluster has a poolf&/LANs (from 50 to 80) for the
control plane, which manually can be assigned by the OpenStack Controller. There is a dedicated data
network for all compute nodes. Therefore, every packet using the data plane is sent from an instance
running in the OpenStk Cluster and cross fabric and virtual switches. There aceBdgecore
switches, one placed at thdillennium Square and other at the HPN Lab.

According tahe Bristol FLAME Topologas(shown irFigure?), in theUoBHPNLab data cent and
the Millenium Squareghe packets are received by an Edgecore as4610_54p swasbectively Both
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switches have the OpenFlow 1.3 capabilities enabled aadraerconnected by two optical links of
10Gbps (control plane and data plané&or the control plane, each network slice has its VLAN(S)
assigned as best deemed. Moreover, the control plane set up is related to the “HaMg "flame
mgmt", and "flamesia" networks, which transparently connect the computing nodes. Besities
data plane set up is providing access to the OpenEleitches, which, on the OpensStack, is given by
the "flame-data" and "flamedata-outer."

2.4.1.3 Buseto Palizzolo

The implementation of FLAME in the Buseto Palizzolo tesfibkalvs a hybrid deployment, where
partsof the network are SDN based (the SDN OVSwitch at the cemetery) while VLAN with full bridging
are used in other parts of the testbedhe Opeftack main deloyment is in Palermo, which is
conneckd to Buseto Palizzolo, via a geographical data link. Tékesthe Buseto Palizzolo a real edge
computing scenario, where each single node in Buseto Palizzolo is responsible to provide the services,
locally, to theusers via the direct connection to the access devices or using neighbour nodes.

In order to deployFLAME experiments in a separate environment (Level7 is operating a parallel
commercial infrastructure in Buseto Palizzolo) the access radio network hasrbakred with
dedicated devices. The fact that each radio device is connected to a computatiatlgalmakes the

data processing easier in many scenarios.

2.4.1.4 London(KCL)

KCL deploymerfor FLAMEarries four physical hosts managed®genStacland the infratructure
utilizes the SDNabrics. A dedicated data network is allocated for each of the four aquasts to the
Wi-Fi access pointdt is worth noting that KCL infrastructure has multiple tenants in terms of both
hardware and software. The FLAME matf is collocated with other tenants and the access is given
G2 OSNIFAY LI NI (addescribédin Seitio®. 9.4 NI & i NHzO (i dzNB

The controlplanein FLAMEespeciallyfor flame-mgmtandflame-sianetworks isconfigured in such a
way that theconnecton to compute nodesis transparent. For exampl®LANG98 ispointed to ae5
such that flamesia can directly talk to outside.

2.4.2 Slice Readiness

Once theslice has been created is must be tested against its operational readitessonfiguration

of the various infrastructure components deems succesgipkerational/basic conndivity) when
testing if they work using ICMP messages or any other echo requesponse protocolHowevert

is of most importance to stress test the infrastructure slice over a significant amount of time to
demonstrate its readiness. For instanceulfg hardware or software very often reveals its true
readiness when put undeload. Especially switches, network interface cards, drivers, and VLAN
configurations are candidates for a thorough testing beyond simply echo request response packets.

As outlired in detail the ARDENT specification in DBFLAMED3.11] the data plane ofhe platform
traverses internal and external OpenStack networks which are partially configured with standard IP
routing (e.g. between SRs and clusters) or with the novel semdating which uses pathased
forwarding rules (e.g. between SRs). Both g/penetworks must be stress tested first ensure the
nominal line speeds can be achieved. In order to conduct these tests without the platform being
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deployed, it is necessaty fall back to IPhased benchmarking tools such geif’. All SDNenabled
bridges that are part of the slice should receive appropriate IP rules to allow packets to traverse the
switch.

Across all access and data networks Iperf TCP should be run fistgeriod of 5min or longer.
Assuming an MTU of 1500 resulting in 1518 oatates should result in

a) approximately 98% of the nominal throughput. For instance, for a 1G link; @B8D Mbps
should be reported after the contentionindow has become stablélsing perf3 will provide
the CWD value as part of the standard output.

b) Stablecontention window once is has stopped growing

Then, IperfUDP should be configured with the average rate reported with TCP and the same
throughput numbers with a packet lossof 0.1% must be observed.

If any of thekey performance indicatorkPlI3 given above cannot be met a thorough investigation
must be coducted and the issue rectified that stops the infrastructure from operating at nominal
speed.

2.4.3 SDN Underlay

Given a posive slice readiness testing, as described in the previous section, the SDN underlay must be
verified against its operational readinessrelation with the pathbased forwarding rules. In order to
achieve that an Ipe#fike application is available as paftthe SFR implementation that allows to stress

test connections among SRs. While measuring the throughput per second this applaaii@tso
measure the round trip time for a configurable amount of packets per second. The results must be
identical withthe Iperf measurements obtained in the previous section.

2.4.4 Wi-Fi Access Networks

The testing of a wireless link operating in an unlicenband is a challenging task and this section
outlines the methodologies developed in FLAME to achieve that. As foestieg of wired links, the
nominal speed must be determined by ensuring the software and hardware used to creaA® e
well as thehard- and software used on the client attaching to té support the WiFi standard
configured. Starting withEEEB0211n MIMO radios made their way into the IEEE specification and
whether 2x2 or 4x4 (or even higher combinations) of MikMdio are beingised affects the nominal
achievable throughput numbers significantly. Also support for channel bandwidth configuratiests

be checked on both the AP and the client. Bearing these hard numbers in mind, the location of where
the client is located (linef-sight, potential reflections of walls, obstacles like trees with or without
leaves, time of the day, weather conditiore)d how its antenna had been directed towards thie

will need to be considered.

Takngthe points above into account, it is worthwliinalysing the area that is covered byAdd for
potential point of interests where users will most likely accesglaform. This allows to identify the
point where the KPIs throughput and rourip time should be measured.

7 https://iperf.fr/
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