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This report is thethird technology roadmap foa groundbreaking media service delivery platform
being developedvithin the FLAME projecfThe reportis positioned ifbetween the major release
cycles of FLAME platform beta afilal candidate releasefRdease Candidate)t therefore focuss
on the aeas of platforndeployment and replicatiorandcomplemensthe technology features of the
core platform itselfdescribed in previous deliverabldsurthermore, tlis report outlines the FLAME
consortium approach to managing thegile development lifecyclef the platform which drives
platform releases before the planned milestone releases outlined in D3.7.
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This report is deliverable311 FLAME Technology Roadma ®ind itis positioned irbetween the
major release cycles of FLAME platform beta and candidate rel¢Bsdsase Candidates, RThe
documentfocuses on the areas of pitform and technology development that complements the
technology features of thd=LAMEcore gatform described in previous deliverables issued by
workpackage 3

Due to this main scopéhe report preserg alsothe agile development lifecycle of the platfo while
also outlining the replication tools and procesdbst are being developed in the course of the
replication to the different sites, including the Open Call 3 replicaffine outcome is a tool chaiorf
acceleratinghe replication of theFLAME platform at deployment sitedth a significantreduction in
time and cost The deliverableoriginally due by April 2019has been delayedo incorporae first
insights andintegration outcomesfrom Open Call 2eplicationinto our tools and process.

The development lifecycle approadescribed in this documeriias been developed in conjunction

with the experimentation and replication at sites in Brisaold Barcelona. The documedescribes

how the lifecycle maagement is realized in collaboration with both experimenters and replicators,
leading to intermediary releases outside the main release milestones outlined in D3.7, i.e., alpha, beta
andReleaseCandidate releases.

The replication process described inisthdocument was developed alongside the platform
development and deployment in experimentation sites, specifically Bristol and Barcelona. This
replication process and the developed tools to suppeplicationare describegwhile a more detailed
replication documentation is planned for a later release in the form of an online repository throughout
fall of 2019.

This reportcomplementsthe previously delivered report DB [FLAMED3.7] and focuses on the

technology development and process aspects more tharspecifidechnology features of the FLAME
platform itself. With this, the document serves as a stahohe document.
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This document descrilsghe technical roadmap foreplication and infrastructure integration of the
FLAME platform ireplicators including a description of the agile development approtheti leads to
the planned, stable platform released/ith this, the deliverable is positioned aprocess description
document that complements the planned platform releases with ddddl processes and tools for
said replicatiorand agile development

TheFLAMEonsortium hagplannedthree major releases of the FLAME offering within the lifetime of
the project as outlined in [FLAME3.7].The timing of major releases is aligned wik timescales of

trials. Each major release will include significkedture enhancements within the overall offering
across infrastructure, platform and media services. A release at the project level indicates the launch

2F | aC[! a9 {irSchdddst@Sle rele@sdaf spdtHid softivare products that the FLAME
Service depends on.

Platform FLAME Alpha+ FLAME Beta FLAME RC

Components Components Components Components

Development Released Released Released

(Oct-18/M21) (Jan-19/M24) (Dec-19/M35)
Platform Infra, Platform Infra, Platform Infra. Platform
Integration and MS Product and MS Product 2nd MS Product

Alpha+ Release Beta Release (Jan-20/M36)

(Oct-18/M22) (Feb-19/M25)

Staging and
Production

1 i -
Trials and
Experimentation [ ] [ ] [ ]
.~ J

Figurel: Platform releases in relation to project milestones

After the initial releases iRreb18 (for the initially planned alpha redse for internal testing), updated
releaseswvere planned for Octl8, Ja-19 and Ded 9 with the working names of Alpha, Alpha+, Beta
and Release Candidate (déigurel), respectively Thesemajor releases correspond to milestones for
FLAME feature implementatigwith said feature mapping onto theleases outlined ifFLAMED3.7.

The project implements DevOps procestesffer greater agility in the implementation of released
features. As suchminor releasesare delivered in between major milestones to incorporate new
features when they arewailable and hot bug fixes when thare critical to service operations.

With the final release candidate planned for December 2019, this deliverable addresses the roadmap
on replication documentation and tools, placed in the cycle of Figurebktiweenthe beta and RC
release of the ovell platform. For this, we utilize the ongoing replication of the FLAME platform to
not only the internal sites (Barcelona and Bristol for the test badd London as well as Southampton

for the developer toolchain, asutlined in [FLAMED3.7]) but also d the Open Call Zccepted
replication projects
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As mentioned in the introduction, the major platform release$sLAMEre planned according to the
timeline presented inD3.7 [FLAMED3.7], shown inFigure1l. The following section presents our
approach to working in conjunction with replications and trials to establish an agile development
lifecycle.

21t wh/ 9{ £L®L9w

ThroughOpen Call 2, additional external replicath sitesare starting to bring FLAME into their
infrastructures The process of deployment, instantiation at specific infrastructures and
experimentation generatesnsightswhich help to consolidatera refine the FLAME release contents
in sake oftabilsation Insightsfrom Open Call 1 and 2 validationexperimentsas well as~LAMHrials

in Bristol and Barcelonare beingutilisedin improvingthe platformreliability across the existingjtes

as well as th&outhamptonSandpit and FLAMin-a-Box(FiaB)

To ease and efficiently manage this processore agilecode basanaintenance processasust be
implemented in ordetto integrate new features and bug fixego the code base and bring it to all
replication sitesFigure 2 illustrates the experimentadiriven approach applicable to all replication sites
at high level

Figue 2: Agile experimentdrivenreplicationworkflow

On the leftside,the experiments are carried out at a particular replioatisite' focussing on testing
and experimenting with the service function chain itgelfcle at the bottom left ifFigure 2); later the
experimentationruns against predefined objectives and KPIs ensuring the readiness of tlieeen
communication stack for a tridtircle at the topéft in Figue 2). Once an issue has been foultitds
tracked, fixedand tested locally in a separate process outside the replicattenas illustrated in the

1 This includes the sandpit and FLAME&-Box (FiaByith FiaB focusing on experimentation of the SFC only.
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circles at the center and le right inFigue 2. If issues are of ratheromplex nature a replication of

the scenario is conducted in a local testheldere debug versions of the deployed platform are being
used to investigate the issue innaore efficient manner. Upon the fix being addressed, the merged
solution is then redeployed sequentially across all sites based on their availability to cause the least
disruption to any experimenter.

If the merged solution relates to the interaction withe infrastructure (SDN rule construction, new
logical topologies or even a change aftiware) a set of tests are performed to validate the readiness
of the platform at a particular site, as described in detail in Se@i8n

22[ LCO/Lalt[[®a9b¢! ¢Lhb +L! DLGE¢[! .

The maintenance and coordination of thegh-level process described in Secti@al is described in

this section in detdhand has beenfiie-tuned duringthe lastyearafter a change oeadershipin WP3

YR GKS NBaLRyaAofsS LI NIy SNLITFI2INT 2ANNES IOING (i[620/ PNB LJ:
since day 1 of the FLAME project and comprises the scripts and documentation to prepéog,atel

maintain a deployed FLAME titaam at any replication site (operating on top of OpenStack). As the
development of the platform componentthemselves arenosted outside of this repositorthe

programming languages used in flasplatform are Shell Awk, Makefiles and Pythowonly, as

illustrated in the figure below. The reason for that is that the flarq@atform code are wrapper

functions around the OpenStack CLI to build images and deploy/maintain and delete the platform from

an OpensStack cloud vie CLI.

Shell 7848 %

® Awk 9.9 %
@ Makefile 8.51%
@ Python 311%

Figure3: Progranming languages used in the flaméatform repository

Furthermore, the development of the servifenction routing solutiorby InterDigitial is hosted and
conducted outside of FLAMihared repositoriesin fact,only binaries are being shared with every
partner who has signed an evaluation license with InterDigitadrder to deploy the FLAME platform
themselves (such as FLANEa-Box)

Theflame-platform repository has two permasnt branchesmasterandintegration Thetasksaround
the two branches ardlustrated inFigure4 with master on the left and integration on the righis
depicted, the master branch only receives updates if a milestone (MS) has been closed and is ready to

2 Obtained from https://gitlab.it-innovation.soton.ac.uk/FLAME/consortium/3rdpas/flame-platform/graphs
/master/charts Note, the repository is private and requires authentication.
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be merged intanaster. In that casea merge rguest isconducted,and the update HEAD of masier
tagged with the internal release numbers. As a last stie@ new flameplatform release is officially
released to the project by upgrading the platforms deployed acrosgedl 8sing the master branch

P

Merge into
integration

MS issues all
closed

WIP removed

branch master branch integration from Merge

request

New issue
added to MS

\/’

ew branch &)

WIP merge
request

Figured: Release wdflow and integration cycle

If an issue has been found in a platform a new issue is opened on GitLab and added to the currently
active milestone. From therea new branch is created if the code of flapletform is affected
including a merge request whidét called WIP as long as it has not been fixed. Uponebautionof

the issuethe relatedbranch is merged into integration and the issue is closed.

2.2.1 Issue Tracking

Theprocedures foitrackingissuesn the flame-platform repository hadeen developed over timby

the Consortiumand is the result of various attempts wwptimise thelevel of detai and process
required to deliver stable and complete releas@fiusjt has been decided to relat@itLab issesto
complications experimenters have with the platform or the platfdraswith the infrastructure. When

a new issue is created templates are available for each replicatierwsiich allow to select one or
more categories from a list along with fieldsdescribe the problem someone is faciddong with the

issue template the platform and infrastructure owners are tagged as well as which version of the
platform is being used and which infrastructure it is. An example is given below for the sandpit
Southampton:

# Summary
(Summarize the bug encountered concisely)

Please select the platform component you have issues with

- [] Service function routing (SFR)

- [] Platform services (DNS, DHCP, Internet)

- []Cross layer management and control (CLMC)

- [1 Orchestrator

- [] Service function endpoint management and control (SFEMC)
- []ARDENT
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Please fill out the table below too if SFR was ticked in the list above:
| OSI Layer | Protocol |

| = 1 =1

| Internet | IP or ICMP |

| Transport | UDP or T CP |

| Application | HTTP, HTTPS, SSH, DHCP, FTP, TLS/SSL, other |

# Steps to Reproduce

(How one can reproduce the issue - this is very important)

# What is the current behaviour ?

(What actually happens)

# What is the expected correct behaviour ?

(What you should see instead)

# Relevant logs and/or screenshots

(Paste any relevant logs - please use code blocks (") to format console
output,

logs, and code as it's very hard to read otherwise.)

# For A dmin Use Only

/label ~sandpit ~"2.3.0"
/cc @ sebastian.robitzsch @mijb

If an issue is acknowledggtie person working on it assigit to himself on GitLab. If an issue requires
discussion®r is aboutreporting results there is no newbranchcreatedto change any of the code
hosted in this repositry. If the code is affected a new branch and merge request is created. An issue
is being closed bthe project owner in corporation with the people involved in the discussion.

2.2.2 Merge Requests

While merge requestare created when a new issue receives itsi\dwanch to work on the codéhey
are not always linked to an issue. Sometimes a new merge request is being created thractiiin
D A { [weld DR on the scripts. Theskangesare marginal and do not regjre a new issue itself. In
such case the mge request is added to the milestoaedit can beretrieved as part of the milestone
on GitLab as a new, active or closed issue.

2.2.3 Milestones

In order to track progressnilestones are used in the fla@atform repository, which have the name

of the upcomng internal release number. As mentioned before, each issue is added to a milestone
whenbeing createdand once all issues of a milestoneve®eenresolved the merge into master can

be conducted Thereby,the tagging of the master branch using the miles¢ version numbering
approach allows to refer directly to what has been changed without writing additional release notes.

The list of completed milestones at the time of writing this deliverabldiated in the figure below.
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2.3.0
8 Issues - 20 Merge Requests 100% complete

Jun 17, 2019-Aug 29, 2019

FLAME / consortium / 3rdparties / flame-platform

222

Mav 27. 201 . 8 Issues - 10 Merge Requests 100% complete
Viay 27, 2019-Jun 16, 2019

FLAME / consortium / 3rdparties / flame-platform

221
May 18, 2019-May 23, 2019

FLAME / consortium / 3rdparties / flame-platform

3 Issues - 5 Merge Requests 100% complete

2.2.0

pired on May 17, 2019

13 Issues - 9 Merge Requests 100% complete

FLAME / consortium / 3rdparties / flame-platform

FLAME Platform Deployment
9 Issues - 6 Merge Requests 100% complete

expired on Oct 31, 2018

FLAME / consortium / 3rdparties / flame-platform

Spider Plant
9 Issues - 0 Merge Requests 100% complete

Apr 11, 2018-May

FLAME / consortium / 3rdparties / flame-platform

Easter Egg Sprint
" - 9 Issues - 1 Merge Request 100% complete
Var 21, 2018-A

FLAME / consortium / 3rdparties / flame-platform

r11,2018

Figure5: Completed milestones of the flamptatform repository

2.2.4 Tags

Tags are solely used to refer to a particular platform reléasiee masterbranch. As indicated before,
the releaseversion is used as a tag which maps directory to a milestainere rew component
versions will be mentionedand completed issues and merge requests are trackdsb, if required
older platform versions can be easily deployed by checking out a spedfioumber from the
flame-platform repository.In Figure6 all existing tags in master are illustrated with the milestone (of
format %1.2.3) as hyperlinks to check thanges.

3 The latest list of completed milestones can be obtained figips:/gitlab.it-innovation.soton.ac.uk/FLAME/consortium
[3rdparties/flame-platform/milestones?sort=due_date desc&state=closdldte, in order to awess the link you must have
F00Saa (2 C[!'a9Qa DAG[lo®
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¥ 2.3.0

-o- 8b3e6228 - Merge branch 'integration’ into 'master' - 1 week ago

See milestone %2.3.0 for more details

% 2.2.2
-0- 95ac55bb - Merge branch ‘integration’ - 2 months ago

See milestone %2.2.2 for more details

¥ 2.2.1
-0 abe47281 - Merge branch 'integration’ - 3 months ago

See milestone %2.2.1 for more details

¥ 2.2.8 FLAME platform release version 2.2.0 addressing issues documented in Milestone %2.2.0

-o- d79aedb9 - Merge branch 'integration’ into 'master' - 3 months ago

See milestone %2.2.0 for more details

¥ 2.1.0

-o- bcf179e5 - fixed merge issues - 5 months ago

See milestone %2.1.0 for more details

¥ 1.0.0
-0 b3e@b366 - added 1.1.0 clmc checkout - 1 year ago

Figure6: Master tags on GitLab with links to their merged milestbnes

2.2.5 Labels

In addition to aggegate issues into milestongdsbels are used for each issue allowing to further filter
new, active and closed issues. It became apparent that somesisslaée onlyto a specific replication
site or component Therefore, the following labels were intragced in order to get a differat
perspective of issues

- Release the currently active release this issue is based on. If an issusotde fixed in an
upcoming release the label will indicate when it occurred.

- Replication siteseach replication site r&ives a unique label that islded to an issue once it
is related to only this particular deploymentorK S NJB LJf Air@rastiuktére/ a A S Q&

23t [ ! ¢ Chwa !¢O5 ¢4!b[DL5! ¢ L hb

The FLAME platform consists of various components and &8Ptgpe service endpimt as well as
endpoint), as defined in the platform specification outlined in [FLAREELO] In order to ensurdhat

4 The tags can be reached Vigps://gitlab.it-innovation.soton.ac.uk/FLAME/consortium/3rdpa&siflameplatform/tags
Note that in orderto access KS f Ay | @&2dz YdzaAd KIFI @S | 00844 (2 C[!a9Q&d DAG[L O
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any update does not affect any other functionality or readinetshe platforma series of testss
conducted

While DeliverableD4.2[HLAMEDA4.2]haslisted the areaseach platform component is tested against,
this section focuses on the lifecycle of those tests and how the testing and validation work is organised
to ensure the readiness of the platform across multiple sites.

2.3.1 Service Funt@on Routing

The testing and validatiotifecycle for service function routin®FRis illustrated inFigure7. While the

hardening of SFR is in the foreground after most features have been completed, a dedicated testbed

has beelONB I G SR 4 LYGSNBAIAGIE Qa 2F7TAdSAaYy AYNH AR2FARRIYT
FLIP®latform, the prototype that implementshe SFRRomponent in the FLAME platforim addition

to that, a staging testbed is available for benchmarking thefpten over a hardwarebased SDN

switching fabric interconnecting three-tier edge compute infrastructure. The two testbeds are
described in more detail later in this subsecti®iirst, wefocus on the lifecycle to puhe testbedsnto

perspective.

When anew SFR version has been creatiéds tested in thefLips dEbugging AhpRofiliNg Testbed
(LEARNT) against memory leaks and profiled against inefficiencies in thevbddecomparing it to

the benchmark resu#tobtainedfrom the SFR version befar€he system testgor this purposeare

fully automatedprocedures anatoverthe SFR feature list (SELAMED4.2]for more details). Once

this step issuccessfullyjcompleted the updated SFR binaries are integrated into the image build
process of the platfan including any changes to the process itself or to how FLIPS must be configured
when being deployed. The image building and platform deployment is then tested in thagtagi
testbed of InterDigital, also described in more detail later in this sectionerBure the updated
platform stack imperated flawlesslythe multi-layerPeRfOrmance TEst SuilRROTESIiE)being used

which performs iperbased UDP and TCP, ICMPTRprogressive download testklpon its successful
completion the updated platform ibeing released and deployed into the various sites. As part of the
updating process, PROTEST is used again to ensure the SFR update has not caused any unexpected
behaviourat a specific site.

Pagel7of 46
Co-funded by the Horizon 2020
© InterDigital Europ@nd other members of the FLAME Consortium201 Framework Programme of the European Union



Release to project
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Deployment in
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Local testing of
SFR in LEARNT

Figure7: Testingand validationprocess for new SFR releases

2.3.1.1 FLIP®ebugging and Profiling Testbed

In order to fix issued. EARNT allows to run FLIPS in different level of logging levels with additional
debugging tools ready. LEARNT is also used to profile FLIPS in order to understand where
improvements could be made to getting close to arRlsetup. The environment is illustrated in the

figure below. All nodes at the top are KMMsed virtual instancesnoa single 8 core machine called
aslanwith one vCPU configured for each instandee Two nodes outsideslanare dedicated APU2

based setps to not further overload the available coresasfan One important thing to natis that

the UE nodeapu46ueis connected to the SR-ue, via a dedicated 1G port to ensure a stable and
predictable connection into the eéployed SFR testbed.
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sr-cluster cluster
10.255.51.23 10.6.224.27

pee-sfemc
10.6.224.20

sr-ue
10.6.224.24

apud6-ue apu30-flood
10.6.224.46 10.6.224.30

Figure8: Physical Topology of SFR debugging and profiling testbed at InterDigital

The resulting logical topology is illustrated below. The idea behind this topology is to havieatedd
SDNsoftware switch in the topology that interconnects the SR serving the UE and the SR serving the
cluster as well as a dedicated port for traffic towards the other instances.

srl-ue ovs sr2-cluster

pce-sfemc

Figure9: Logical topology of SFR debuggimgl arofiling testbed at InterDigital

On this testbed, system tests have been implemented covering all SFR features listed before and can
be run fully automatedo ensure they all pass and no SFR update has any impact on the feature.
Furthermore, SFR hassastions bild into the code to fail on them if an unexpected behaviour occurs
which stops the operation of the component gracefully.

2.3.1.2 Staging Testbed

The staging testbed is a threier edge compute infrastructure that is interconnected with hardware
basedSDN switchs as the core 10G ring and a local breakout point with a WiFi accessfqoint
connecting any sort of deviche SDN hardware switches are labelled Rita8 Figurel10 and
interconnect the data centre compute nodessdata-centrel and osdata-centrel, the edge
compute nodeosedgel, osedge2 andosedge3 as well as the physical breakout pointRitag82

of platform instances that are not orchestrated via OpenStack. The local breakout, also labelled as the
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far edge, offers resources to deploy SFs as wllthe figure beloweach coloured box inside a
compute node represents a virtual instance deployedOpenStack and is part of the platform stack.

os-data-centre-1 os-data-centre-2

os-edge-

os-edge-2

3 H

os-edge-1

S ——_"

i - L2 platform component

—

— 5GLAN

FigurelO: InterDigital's staging tabed

To test the platform PROTESS installed on theapu88ue node (bottom left corner in the figure
above)which is connected via WiFi to the platform.

2.3.2 Crosslayer Management and Control

The FLAMECLMGs tested and validated at IT Innovatioising an extensive set of tests covering

different aspects of the qaponent, i.e. seup, unit, stress and systerrtests (more information in
[FLAMEDA4.2). The tests arerun through continuous integration processesoordnated through

GitHw and executed on separate caiherised testing pldorms. With the successful completion of

the tests, the CLMC component is merged into a new platformasal@nd testedhsideL Y § SNB A I A G |
staging testbed by deployingRROTESHased SFC to test data points such as CPU loatepnded

number of HTTP requests. In addition to ther alert descriptor is given to CLMC to ensure the CLMC

<> SFEMC AfeF monitoring and alertings waking as expected.

2.3.3 Orchestrator and SFEMC

While the orchestrator add SFEMC are being used in LEARNT to deploy, maintain and delete the SFC
to conduct the necessary debugging and profiling tasks, their readiness is validated in the staging
testbed via dediated system tests (SELAMED4.2]for more details) that are rum a loop for several

hours. This also includes a dummy endpoint issuing triggers to SFEMC mimicking CLMC.
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2.3.4 Northbound Service Endpointsf Infrastructure Provider

The two northbound APlssed by the platform are OpenStack and the SDN controller to depty t

platform and to configure the SDN switching fabric, respectively. While OpenStack is more of interest

to ARDENTwhich is not a platform componentany change in infrastructure and/tgical platform

topology requires thorough testing in environments where hardware switches are being used to
ensure the rules injected via the SDN controller are translated correctly 3se@ for more

information). Thetestd JA 338061 O1 2y twhe¢9{ ¢Qa I @I Af Idéployledh G & | yF
as a 29stack in OpenStack alongside the platfoffesting various trafficaiterns across all possible

UE <> SFs connections ensures the rules and the platform in a paritidrdatructure are functional.

24t [ ¢Chwa wO9th{L¢hw,

The platform repositorflame-platform has the four main folders

- ardent - The proofof-concept implemetation of ARDENT which follows the weléw
described in3.2 but not the APIs. This initidmplementation does not autgenerate HOTs
either.

- deploy - This directory comprises the HEAT orchestration templates for each component as
well as the sitespecific HOT which calls the component HOTs in order to create a single
OpenStak stack for the etire platform.

- Infrastructures - Inside this directory each infrastructure provider added their scripts to
configure their switches or OpenStack in case the stegidnée repeated. The infrastructure
descriptor for the proofof-conceptimplementation of RKDENT is located there too.

- Sc- This folder contains the scripts to build the images for each platform component.
Documentation igraduallymoved to the wiki of the flameplatform, as it would otherwise require a
commit and merge rguest to update any new documentatiohe wiki follows a hierarchical
structure:

1 Infrastructures

o Bristol

o Barcelona

0 London Open Call &inner KCL)
0 Sicily OpenCall 2 winnerLevel7)
0 Sandpit (Southampton)

9 Platform

o Component properties

5 The wiki can be accessed vidtps:/gitlab.it-innovation.soton.ac.uk/FLAME/consortium/3rdpasiflameplatform
/wikis/home. Note, the GitLab wiki is private and requires authentication.
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o0 Deployed versions agss infrastructures

0 Deployment instructions
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The FLAME platform being deployed at four saegthe moment Bristol and Barcelona being tiheain
trial sites, complemented by Southampton for the sandmsed testing andhe InterDigital London
deployment for platform testingtwo more replicators follow as part @pen Call 2 activities.

The replication procesgoolingand its derived best currentrpctices are going to be presented in this
section. As part of this replicatiorrgress, FLAME has designed and implement ARDENT, a toolchain
that automates such deployment into a fully programmable infrastructure.

31. 9{¢ /| ww9Bf tw!/ CL

This sectiondescibes the best current praatts on how to deploy the FLAME platform irdo
progranmable infrastructure with OpenStack and OpenFlow as the primary APIs towards it. It is
worthwhile mentioning that the presented content has been solely developed in aatmiderror
manner, aghere is no standard approadt the time of writing Acrossall replication sites (including

the two OpenCall2 winners), the existing infrastructures are differently managed, serve different
purposes and have been uben different contexts which explains some of the practises being
explicitly listed anaxplaired here.

3.1.1 Compute Node Locations

Compared to platforms of telco vendors (RAN solutions) the key difference of the Flejlgment

is the requirement of FLAME platform componetisbe deployed in particular compute nodes and
having compute nodesistributed across the infrastructuresuch that they aréditerally locatedwhere
they are needed. This can be explained by the fact that a FLAME service rolftee¢8R}oterminate

IP traffic and acts aa TCP proxy for any T-B&sedtraffic; any commuicationbetween SRs is then
based on pattbased forwardingsee [FLAMID3.10] for more details) herefore in order to leverage
the potential of pathbased forwardingservicebased routing for HTTP traffi¢ghe placement of SR
functionalityshoud bewherethe traffic isinitiated, i.e.,at the very edge of the networlklacing those
SRcompute nodes deeper sidethe networkwould reduce efficiency of traffic forwarding

The FLAME platform separates service and infrastructure providers daarh otherby providing its
own service orchestratiarF-rom a technical sidthis is enabledhroughinstances deployed inside the
AY F NI a i NHzO G dzNJn &vhich 8evicédpiv@dergr@ d¥éeiito deploy their servicesto.
Those instances arealledclusters inside the FLAME platfornBased on the location of a compute
node and its available resourgesis labelled as either data centre edge far edgeor mist compute
node. ARDENT uses this type of compute tiers to determine which platfitomponents &
instantiated on a compute node. More information about this can be found in SegtibA.2

3.1.2 SDN Switching Fabric

The FLAME platform demandsan SBNM | 6 f SR a6A G OKAyYy3a FLFLoNRO AYy&aARS
order toprogram the forwarding rules via OpenFlow (Versiondr.above required)While software
based SDN switchédo not have anyhardware constraints®N hardware switches are molienited

6 The SR implements part of the SFR component of the FLAME platform HELAME Said SR is called Service
Communication Proxy in the 3GPP SA2 notation [3GB®L28r servicebased architecture (SBA), while the work in the IETF
SFC [SFC2019] defines 8RR as the namleased Service Function Forwarder (nNSFF)

7 Open source implementation version 2.10.1 and above fnoms://www.openvswitch.org
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in what and how they support th®penFlowspecification and therefor@ow well they support the
forwarding rules of the FLAME platfor

Specificallyhardware switches translate rules that have been received via OpenFlow into an internal
ternary content addressable memoff CAM table, whichin turn is used by the chipset to atch
incoming packets against rules for Layer 2 through 4. The TCAM is limitedize to guarantee the

link speed advertised by the vendavhilelarger TCAM tablesill increa the overall SDNbrice point
exponentially. To support all sorts of tertanan SDN switch must support switching protocols such as
MPLS and VLA&¢$ wdl as OpenFlovbased rules which results in a hybrid confirmatibat essentially
splits the TCAM table into SDN and f®DN areas. Given that TCAMs do offer several thousandsn

for rules it must alsabe understood that for example IPv6 requires igher memory inside the TCAM
than IPv4 which further limits the number of rules a TGCBdded SDN switch accept

As OpenFlow only supportsnown header offsets of the IP protdcsuite, FLAME semantically
overloads the IP @rsion6 or 4) header with itsules whichare arbitrary bitmasks instead of longest
prefix. Trese ruleshowever, when hardware switches are being used, are getting translated into
longest prefix rules agajms this ishe main semantic of operation thatCAMs and their chipsets have
been designed to dm SDN switchegAs the arbitrary bitmask allows to have a single incoming packet
being matched against multiple output ports, the TCAM table must receiymsasible combinations

of the arbitrary bitmask being translated into longgstefix again inflating a single biposition
matching rule in many TCAM entriéghis action could lead to limitations at hardware switches in the
infrastructure that have moréhan four or five output ports.

Across most deployments the very first dialbgtween the FLAME platform provider and the
AYFNI aGNHzOG dzZNBE LINPPARSNI Aa K2g¢g G2 RSaAdy GKS agk
platform operates as a tenant tihe infrastructure. Without any exception across any replicator, the

slice icreated using VLAN identifiers. Before diving into the challenges with SDN switch882.1a

it must be understood that the FLAME platform does not and must not be awareyofVAAN
identifiers used to create the infrastructure slice for the FLAMEnerae Path Computation Element

(PCE) of the FLAME platform calculates paths among SRs and retrieves the topology from the SDN
controller. As the PCE expects no switch rtddseA y a SNIISR 2y (GKS oNAR3ISa 27
switches, it first fluees all previously installed ones (from previous FLAME deployments) and inserts

the rules needed to enable the pathased forwardingwhich essentially is one rule per p&rin order

to have SDN hardware switches to present a bridge to thec®Dixoller with access (untagged) ports

the infrastructure provider must untag all packets on a dedicated bridge on the switchwfiristh is

then wired up to the ports for the infrastriare tenant.In SDN modgthe switch does not allow to

present accss ports to the SDN bridge presented to the tenant (i.e. the PCE).

3.1.3 OpenStack Configuration

From an OpenStack perspective, it is important to understhatlthe FLAME platforrperformsthe
crucial routing of service requests within the platformihich is implemented through the
aforementioned SR functionality of the SFR compongVith this, the routing ofservice provider
traffic between SRs idocated outside of OpenStachkvhile the platform is beingdeployed into the
infrastructure via OpenStaclHowever how to route, security configurations of networks and VM
accessis all expected tde programmable through the OpenStack @hlcomparison to typicalelco
deployments that use OpenStgcthis results in some crucial differencesgarding potential

8 n Open vSwitch and when monitoring the OpenFlow protocol FLAME inserts one rule per outport. As states in the same
section, the TCAM is implemented for longest prefix only and does translate the rules into a larger set of rules.
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performance implicationshow Telcosassumesecurity of their VNFs being configurednd how much
of what OpenStack provides is disabled and lifted up into the VNF.again

One of the first banges all infrastructure providers Y&ato make is to allow the FLAME tenant to
deploy into particular compute nodesspecially when they are all configured into the same availability
zone since it is the FLAME platform that manages and controls theepiant of service provider
functionality throughout the deployment infrastructureln a traditional cloud environment this
capability is not requireés OpenStack determines the most suitable compute node which the
instance should belaced (and reseves the right to change that)

TheFLAME platformdeployment itself is orchestrated via HEAT templatdsich must be enabled as
well as the deployment from outside of the controller itselfs the FLAME platforrmanagesthe
firewall configurations for ezh provider network it manageport searrity must be enabled inside
OpenStaclas well as the ability to use security groups

Lastly, the FLAME platform and all clients that attach to SRs act in a single /16, shbsbthaving
like if they are all partof the same LAN. In order to configurézé y SGa F2NJ SIF OK {wQa
network OpenStack must allow the configuration of multiple /24 subnets of the same /16 CIDR.

32 w59b¢ ¢hh]

In recent yearsthe acceptance and adoption of cloud principles in telecamioation systems has
significantly increasedwith companies such as Suse, RedHat and Canonical offering the required
knowledge and solutions (asservice) to operators and infrastructure proeig. The shift towards
VNFs and cloudative deployments relicates the successful model of cloud companies and how they
can scale their services into a business sector which traditionally preferred physical boxes and
functions with a clear on#n-one reldionship in execution and state handlifthis opens the flor for

fully softwarebased approaches that can operate on commodity hardwdrhile this shift in itself
demands a significant changg how telecom solutionsare architecturally designed and Htyithe
FLAME platform and its internal components are afgur example of howcustomer service
deployment but also theouting of service requestsan be softwarised to offer a truly innovative
platform. With this in mind, the deployment of suetplatform into a cloudbased infrastructure is
challengingvhen enbrcing and demanding a truly programmable infrastructwich includes the
programmability of security, switcheand hybridcloudresources.

In order to automate the actual deployment procedgs platform that requires particular components
at specift (edge) cloud locations, #&utomated platfoRm DEploymeNt ToolchajARDENT) has been
designed, specified and implemented as a proBtoncept for the deployments of the FLAME
platform in Barcedna and BristolAdditionally, ARDENT is also in use for tteployment of the FLAME
platform into the sandpit in Southamptoand for the deployment of the FLAME platform into
LYGSNBEAIAGEHEQa GSadAy3a €106 AYyFNF aidNHzOUG dzNB @

Initially, a proofof-conceptwas deelopedusing Bash and AWIOnce ARDENT moved more iato
flexible toolkitto deploy (and replicate) the platform across sites or accommodating changes in the
infrastructure, ARDENTas fullyre-engineered from scratch using Golang and MySQL to provide a
standalone application with RESTful service endpointsfiier a moreserviceoriented approach to

the deployment of a 5G platform.
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3.2.1 Purpose and Workflow

The figure below illustrates the ARDENT workflow to deploy the FLAME platform. The four circles
representthe major steps to achieve this goal and the respailisjtis split between the infrastructure
and platform providers, as indicated.

Tenant

Planning Variables

nfrastructure

Infrastructure Infrastructure Tenant
Set-up Descriptor Set-up

Figurel1: Workflow for d@loyment of platform using infrastructure and platfodascriptors

The very first step for an infrastructure provider ispian the resources that should be given to the
infrastructure tenant, i.e., compute, storage and networking. The creation of the van&tugorks for
data plane as well as management ds part of this procedure and results in tinfrastructure set

up.

The infrastructure descriptoris a YMl-based descriptor communicating the components of the
infrastructure topology (compute nodes, infrastructure services, SDN switching fabric)l &s whedir
physical connection and the names of the provider networks.

From the infrastructure descriptor thenant variablesare derived and populated in a knowledge base
which is shared with the nexhree tasks, i.e. setting up the tenant, creatingetblatform descriptor
and eventually deploying the platform.

The tenant setup is a collection of bash scripts with several variable files which comprise
infrastructure providefindependent and infrastructure providepecific values. The scripts allow the
infrastructure provider to a) set up the FLAME tenant using an autethptocedure and b) to share

all necessary valughat describe the NFV platform and allows the platform provider to write the
platform descriptor and to deploy the platform eventually.

Given that OpenStack is the chosen NFV realisatiopltttorm descrptor is a HEAbased YAML file
describing where certain platform instances are deployed and which networks they attach to. The
information required to write the platforndescriptor is taken from the infrastructure descriptor and
the variable files writte duringthe tenant setup activity.

The last step iplatform deploymentwhere the platform descriptor is given to OpenStack via its CLI.

3.2.2 Networks, Subnets and Securityr@ps

Figurel2illustratesthe provider networks includintgheir purpose on the infrastructure level.
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Figurel2: Infrastructure Tenant Networks and their Purpose

The platform networks allowing accessitdrastructure resources are:

T WAN The network to access the internet through one mwore IP gateways of the
infrastructure provider and a dedicated DNS (if providéfidhe infrastructure provider does
not maintain their own DNS, a public DNS is used (e.g., OpenDNS or Google). This network
must be configured with DHCP, a gateway and & Bétver

1 SDNCTRDhe network to reach the SDN controller from any deployed @latiinstance. This
network must be configured with DHCP but no gateway or DNS server

1 DATA The network for interconnecting the compute nodes via the underlying SDN switching
fabric of the infrastructure provider. Note, most infrastructure providers crededicated
DATA networks between a SDN switch port and a compute node often using VLANSs. Therefore,
the number of DATA networks very often equals the number of SDN ports e@difpr the
platform. This network is treated by the platform as an L2 link does not require any IP
configuration in the NFV platform. If the infrastructure provider does not own its own SDN
switching fabric a single DATA network must be created ttow platform instances to
communicate with each other.

1 ACCESShe network whilk allows the platform to handle traffic from end devices connected
to the infrastructure via point of attachments (WiFi, cellular, cab&pmilar to theDATA
network, the ACESS network is most likedisoconfigured using VLANs and one network per
Pointof-Attachment PoA is therefore created to connect the PoA and specific compute node.
The IP assignment of IP endpoints attached to this network is done via a platforne satkier
than an infrastructure one. The platform provider refers to this netwaskhe LAN.

1 SIA This network provides aecured inbound acceg¢SIA) towards the FLAME frontend
platform instancewhich allows service providers to deploy and maintainrteervice function
chains.

For managing the platform instances a MGMT networkdgiired which allows the platform provider
to manage and maintain its deployed platform instances.

Furthermore, the following platform networks are required:
1 CLMCThe netwok that allows to let the CLMC and its SR to communicate via IP.
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1 CLUSTERhe netvork that allows a cluster instance to communicate via IP with its SR.

1 PS The network that allows the PCE/SFEMC instance and all platform service instances to
communicate withtheir SR.

1 MSR The networkhat allows a media service provider to access thehestrator, CLMC and
the service function repository to create, maintain and configure their deployed service
function chains.

The table below lists the various networks, satm and security groups described above and
summarises their properties and wheiney are created by whom during the workflow, as described

in Sectior3.2.1 If a security group is not configured for ports on a provider netwioekport securiy

Ydzad 0SS RA&LIOESR® b20Ss GKS & OwkatedidFRued K Sy ¢ 02 dzv

Tablel: Networks, Subnets and Secuf@youps for FLAME Platform

Network | Created By Subret DHCP| IP | DNS Security Group
Type GW
Configured| Created by Configured| Created by
WAN Infrastructure Yes Infrastructure| Yes | Yes| Yes Yes Infrastructure
Provider Provider Provider
SDNCTR] Infrastructure Yes Infrastructure| Yes | No No Yes Infrastructure
Provider Provider Provider
DATA | Infrastructure No No Infrastructure
Provider Provider
SIA Infrastructure Yes Infrastructure| Yes | No No Yes Infrastructure
Provider Provider Provider
ACCESS Infrastructure Yes ARDENT Yes | No | No No Infragructure
Provider Provider
MGMT | Infrastructure Yes Infrastructure| Yes | No | No Yes Infrastructure
Provider Provider Provider
CLUSTE] Infrastructure No ARDENT Yes | Yes| Yes No Infrastructure
Provider Provider
PS Infrastructure No ARDENT Yes | Yes| Yes No Infrastructure
Provider Provider
MSP Infrastructure No ARDENT Yes | No No Yes Infrastructure
Provider Provider

3.2.3 AutomationsPerformed byARDENT

In Telco-oriented infrastructures various types of edges exist which are categorised into data centres,
edge and far edge. Motikely the following compute node characteristics for each type of tier applies:

1 Data CentresCompute nodes of this type are far away from aninpof attachment and are
high in compute resources.

i Edge Compute nodes of this type are usually near itfiature switches where the
underlying network branches off into different directions to reach areas of PoAs.

1 Far EdgeCompute nodes of this typare one or two hops away from a PoA to keep latency
and jitters at a bare minimupsupporting VRype of serices.

1 Mist: Compute nodes of this type have very constraint cloud resources and are located at the
very front of the network.
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Once the infrastructure descriptor has been communicated to ARDENTé&tesseveral automations
takingplace eventually resulihgin a single HEAT template describing the deployment of the platform.
In order to achieve such automation, themee certaincriteria which help to maximise the constraints
suchthat the set of options becomes limited.

Certain set of platform componentsre grouped together and are deployed on the same compute
node. Those groups are:

- SR, PSandPCE

- SR and CLMC

- SR and Cluster

- Monitoring &rver MOOSIE

- Frontend

- SRoa(providing accesw® UES)

The aforementioned groups can be templated as HEAT orchestriginplates (HOTs) which are
called by an overarching HEAT orchestrator templatdch feeds missing values for various typés
variables into it. Given the requirement of usage for various platform components, their templated
HOTs can be directory mapptma tier, as shown in the table below

Table2: Platform components per compute node tier level

Tier Platform Components

Data Centre - SR, P\Mand PCE
- SR, SFEMC and CLMC
- SR and Cluster

- MOOSE
- Frontend
Edge - SR and Cluster
Far Edg - SR and Cluster
- SR’OA
Mist - SRoa

3.2.3.1 CIDR and Routing Prefixes for SRs

The infrastructure provider communicatebet CIDRo the platform provider via the infrastructure
descriptor. The CIDR for the platform must be a /16 or larger one, as each SR raq@iesubnet.

Consequently, a.b::16 CIDR allows ARDENT to generate 254 SRs with rqufiges of format

a.b.n:24  where n={1,254}.

While it does not quite matter which SR receives which routing prefix, it has become a common
practice to have the SR séng the internet to receive n=1, the SR serving the SFEMC/CLMC n=2,
followed by the SRs for all clusters and then tRes $r PoA/access networks.

All SR and clusté&dpenStack instancgrform DHCP to receive their IP addresgbsse IP addresses
areassigned @ hLISy{dF01Qa 51/t &aSNIBAOS® | 26S@IXNE F2NJ F
or KVMbasedinstances inside clusters) or UEs attached to access networkd$Pthddresses are

KIyRft SR o0& GKS LI I G§F2NN¥Qa 5 imistbe arSuxddifaiNge g A RS G K
addressing spaces (in OpenStack and in DHCP s#oveo) clash. Thereforall SRs and clusters have

a subnet configured of range a.b.c.0/29 with Class D values of .1 and .2 reserved for OpenStack;
consequently, the rangeonfigured is .3 through .7.
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3.2.3.2 Cluster Flavours and Compute Node Categories

As mentioned in the introductionf this sectionall flavours except the ones for clusters are fixed. The
reason for that is to max out the wholesale slice configured by the iméretsire provider.In the
following, we present those compute node categories in more detail.

Data CentreAslisted inTable2, all control functions of the platform are placed into compute node(s)
of type data centre such as PGES, CLMC, SFEMC and frontend. The flagwoperties for each
aforementioned type is listed below.

If onlyone data centre compute node is availaktieenall control functionf the platformare placed

into the single node. If the RAM is not sufficiemough to host the memory intense instanceMil.

its RAM requirement can be reduced to half of its size if necessary. Then, the data centre cluster can
be calculated by adding an additional SR for serving the cluster and give all the remaining vCPUs, RAM
and disk to the cluster. If the resulting desflavour is less than 2 cores, 2GB RAM or 2GB disk the
cluster is not created by ARDENT.

If the data centre is composed of more than one compute naldenall control functions (and their
SRs) are placed ane compute node and each other compute nadeeives an SR with a cluster
which maxes out the resources on each.

Unless the WAN provider network has not been made avaitabldl data centre computer nodes,
ARDENT uses the first data centre computeenad the one which hosts the control functiofiS in
particular). If the WAN provider network has been made available at a particular compute node only,
then ARDENT uses that one for all control functions.

Note, SRs and their IP endpoints (clusters argl iR$articular) must never be placed on diffiet
compute nodes to avoid performance bottlenecks of the link (network card) between the SR and its IP
endpoint.

Table3: Flavour properties for control functioobthe platform

NodeType vCPUs RAM [MB] Disk [GB]

PCE 1 1536 15

PS 1 1024 100
SFEMC 1 1024 15

CLMC 4 32768 100
MOOSE 1 1536 15

Frontend 1 1024 5

SR 1 1024 10

EdgeCompute nodes of this type host SR and cluster bundles only, as these compute nodes do not

have access aiworks attached to them due to theitJK @ & A OF € LI F OSYSy i Ay GK
network. Hence, each edge compute node receives a single SR and a cluster that maxes out the cloud
resources.

Far EdgeThis compute node has access networks attached to itithiststill large enough to host a
SRcluster bundle. As not all far edge compute nodes are physically located at the PoA for UEs, multiple
access networks could be configured at a particular far edge compute node. In order to offer a cluster
per PoA in dar edge scenario, the following meitiology must be applied to determine the number

of clusters and SRs on a far edge node: first each access network receives a SR. The remaining cloud
resources are then divided by the number of access networks to ke tiva SR+cluster bundle.
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As the speification for a different compute node of the same category can be different, ARDENT
creates a cluster flavour per data centre/far edge compute node.

Mist This compute node has access networks only attached and theréfists SRs only. Taking the
cloud resource requirements for SRs into account, ARDENT createsrgneeBRccess network on a
compute node of tier mist. If the resources ansufficient ARENT will not deploy the stack.

3.2.3.3 Fixed IP Addresses

The platformnodes PS, frontend, SFEMC, CLMC, and MOOSE have sométpdrted IP addresses
assigned to them for various purposes. Those IPs are derived from the routing prefix the SR has been
configured to:

Table4: Fixed IP addresses

Node Port Type IP Address

PS LAN a.b.n.1

PS MSP c.d.e.<MIN>
SFEMC MSP c.d.e.<MIN+1>
CLMC MSP c.d.e.<MIN+2>
MOOSE MSP c.d.e.<MIN+3>
Frontend MSP c.d.e.<MIN+4>

with W(being the highestlassC value possible from the CIDR provided by the infrastrugitoeider,

i.e. 255 for a /16 CIDR. As the MSP subnet is a /24 again, ARDENT determines <MIN> (Class D value of
the IP address) as .3 leaving .1 for the IP GW servidpénStack for this subnet and .2 for the DHCP
service.

3.2.4 Architecture

The figure below llistrates the architecture of ARDENT with components and interfaces. Following
the workflow described in Sectidh2.1, ARDENT has three maimmgpsof interfaces:

1 Infrastructure provider to submit the infrastructure descriptor
1 OpenStack CLI to configure the admin and tenant environment
1 Interface into ARDENT to customise platform stack

Thesecomponensand interface aredescribed in Sectio.2.4.1and 3.2.4.2 respectively.
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Figurel3: ARDENT Architecture

3.2.4.1 Components

This section describes the components of the ARDENT architecture including their purpose and scope.

Infrastructure Provider

Instead of a pure software component this element is a peimoa group of peopleTheywrite the
infrastructure descriptorwhichcommunicagsvarious aspects of the infrastructutieat an OpenStack
tenant cannot reverse engineer when ugithe OpenStack CLI only. The information includes

Compute node names andéir tier level

Network names and their type

Subnet names and their type

Other variables such as infrastructure services, CIDR, MTU, tenant identifier and IP address of
the OpenStak controller

= =4 —a

ARDENT Application

This component represents the actual procésat offers the various service APIs and executes the
changesan ARDENT user configures via the GUI.

Database

The database holds all states the ARDENT application obtains asftdioges and allows the GUI
component to obtain the required information tostalise the stack across all tiers.
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Figurel4: ARDENT database schema

Backend

This component provides the ability to interact with the databaséelnalf of the frontend. Given that
there is no graphical frontend foreseen anytire@on the realisation of this component is embodied
by phpMyAdmin.

Frontend

This component allows the platform provider to obtain information about the HEAT orchestration
template, which wasdetermined by ARDENT after having received an infrastructurerigesc
Furthermore, the frontend allows to conduct sanity checks and to create/delete stacks. For simplicity
reasorsthis componentrovidesa CLI only.

The graphical usenferfaceof ARDENT allows the platform provider to get a visual representation of
the (to be) deployed platform stack. The servers of the platform stack are categorised using the
compute nodes and their tier levels (data centre, edge, far edge). Furthesrtier GUI illustrates the
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